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THIS ISSUE MUSEUM UPDATES PEOPLE & STORIES

How the Museum Archive 

Brings History and Moore’s 

Law to Life

The Museum is fi lled with 

artifacts and stories that illumi-

nate one of the richest periods 

in history, the Information Age. 

Author Walter Isaacson introduc-

es Moore’s Law, framing it within 

the context of the Museum’s 

extensive collection.

How Moore’s Law Came to Be

What exactly is Moore’s Law? 

How was it conceived? Histo-

rian David C. Brock takes a look 

back at Gordon Moore’s original 

article that fi rst appeared in the 

April 7, 1965 issue of Electronics 

magazine, which would become 

the foundation for what is now 

known as “Moore’s Law.” 

How Understanding Moore’s 

Law Made Google Possible

From 1995–2000, the semi-

conductor industry went from 

producing 10 million transistors 

per chip to 100 million. What 

does this mean for current tech 

companies? Journalist Steven 

Levy explores Moore’s Law 

today, focusing on Google and 

Larry Page. 

Transcending Moore’s Law 

to Forge the Future

What will Moore’s Law look 

like tomorrow? Venture capital-

ist Steve Jurvetson, partner at 

Draper Fisher Jurvetson, 

analyzes the economic abstrac-

tions of Moore’s Law, adapting 

its basic principles to examine 

the current process of innovation, 

in particular deep learning.
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managing editor of Time magazine. He is the 
author of biographies of Steve Jobs, Albert 
Einstein, Benjamin Franklin, and Henry Kiss-
inger. His latest book is The Innovators: How 
a Group of Hackers, Geniuses, and Geeks 
Created the Digital Revolution.

WALTER ISAACSON
A U T H O R  A N D  H I S TO R I A N

Steve Jurvetson is a partner of Draper Fisher 
Jurvetson. He was a venture capitalist inves-
tor in Hotmail and led the fi rm’s investments 
in Tradex and Cyras. Jurvetson holds bs 
and ms degrees in electrical engineering in 
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Quiet Revolutionary, forthcoming from Basic 
Books in spring 2015.

DAVID C. BROCK
A U T H O R  A N D  H I S TO R I A N

Levy is the editor-in-chief of Backchannel, the 
tech hub for Medium, a blog-publishing plat-
form established by Twitter co-founders Evan 
Williams and Biz Stone in 2012. Previously, 
he was senior writer for Wired, following a 
dozen years as chief technology writer and a 
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New York Times Magazine, The New Yorker, 
Premiere, and Rolling Stone.
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The Computer History Museum’s work in the 

history of computing is built on three pillars. 
First is the history itself—the people and teams 
behind the breakthroughs, the problems they 
were trying to solve or the opportunities they 
saw, the technologies they invented, and the out-
comes they achieved. In addition, we study and 
present our views on the considerable impact 
of all of that work—technological, economic, 
and societal. Finally, we study and convene 
interesting conversations on the implications of 
computing for our future.

In this year’s Core magazine, we put that 
recipe on display in an insightful and fascinat-
ing way—by celebrating the 50th anniversary of 
Moore’s Law, the famous postulate that forms 
the foundation of our electronic age, fi rst pub-
lished by the legendary Gordon Moore in 1965. 
We examine the history, legacy, and future of 
Moore’s Law with articles from four remarkable 
authors and experts in the computing fi eld today. 
If you aren’t familiar with Moore’s Law by now, 
you will learn a great deal about it in this issue. 
And if you believe you do know all about it, be 
prepared for some surprises.

We begin with an essay from best-selling author 
Walter Isaacson, who defi nes Moore’s Law in the 
context of the Museum’s work preserving and 
interpreting the history of computing. Next, in 
anticipation of the spring 2015 release of Gordon 
Moore’s authorized biography by Arnold Thack-
ray, David Brock, and Rachel Jones, we offer a 
signifi cant article from Brock examining how the 
law came to be. Steven Levy, another friend and 
frequent contributor to the Museum, weighs in 
with a classic impact story: the rise and growth 

of Google, a phenomenon absolutely enabled 
by Moore’s Law. Finally, the implications story 
comes from investor and author Steve Jurvetson, 
who peers into the future to speculate on both 
the upward curve of Moore’s Law and what may 
happen when the curve comes to an end.

We also look back at the Museum’s very busy 
2014—our Fearless Genius exhibit, our Revo-
lutionaries speaker series, the growth of our 
education programs, and some notable additions 
to our collection. These are just a few of the 
features you’ll discover inside.

Many of you will fi nd it diffi cult to believe 
that 50 years have now passed since Moore 
published his famous essay, “Cramming More 
Components onto Integrated Circuits.” We 
are honored to celebrate that anniversary with 
this issue of Core and to look behind the scenes 
with these talented writers.  

Finally, I am delighted to recognize the gener-
osity of Museum friends Jack and Casey Carsten. 
Their support not only has made this magazine 
possible but also has enabled us to expand dis-
tribution four-fold in 2015. My sincere thanks to 
them, and my best wishes to all of you. Enjoy!

Yours sincerely,

J O H N  C .  H O L L A R
P R E S I D E N T  &  C H I E F  E X E C U T I V E  O F F I C E R

BUILDING ON
OUR FOUNDATION

C E O ’ S
L E T T E R
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STAY FEARLESS,
SILICON VALLEY!
B E H I N D  T H E  S C E N E S  O F  O U R 
F E A R L E S S  G E N I U S  P H OTO  E X H I B I T

B Y  J E N N I F E R  D E  L A  C R U Z
O R A L  H I S TO RY  &  M E D I A  M A N A G E R

Inspiration can happen in the 

blink of an eye—or with the 
click of a camera. Such was the 
case for the Museum’s 2014 
summer exhibit, Fearless 
Genius: The Digital Revolution 
in Silicon Valley, 1985–2000. 

In early May 2014, the eg 
Conference (a play on the 
meaning “for example”) was 
about to commence. eg, as it is 
commonly referred to, was 
founded and is presided over 

by Museum Trustee Michael 
Hawley. It was at this confer-
ence where Hawley fi rst 
introduced Museum President 
and ceo John Hollar to 
documentary photographer 
Doug Menuez. 

While Menuez has photo-
graphed events such as the aids 
crisis and the Ethiopian famine 
for publications like the 
Washington Post, LIFE 
magazine, and Newsweek, 

E X H I B I T S
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it was a different project that 
fi rst sparked the interest of 
Hawley, and now Hollar. 
Menuez had embarked on a 15-
year project dubbed “Fearless 
Genius.” The project began 
in 1985 and took him deep 
inside the lairs of top secret 
laboratories, behind the closed 
doors of powerful boardrooms, 
and into the messy cubicles that 
make up the mecca of high 
tech: Silicon Valley. 

 “Fearless Genius” comprises 
never-before-seen photographs 
of some of the Valley’s leading 
innovators including Steve 
Jobs, Charles Geschke and 
John Warnock, Susan Kare, 
and Russell Preston Brown. 
Equally represented amid the 
tech giants are photographs 
showcasing the everyday men 
and women who toiled to 
turn the digital dream into 
reality. The photographs 

highlight a rarely seen aspect of 
the high tech world: humanity. 
It was apparent that “Fearless 
Genius” would be a perfect 
match for the Museum. 

Back at the Museum, 
discussions ensued about 
exhibiting a selection of 
Menuez’s photographs. Vice 
President of Collections and 
Exhibitions Kirsten Tashev 
was immediately captivated by 
the photographs’ intimate 

Fearless Genius: The 

Digital Revolution in Silicon 

Valley, 1985–2000 opened 

on July 9, 2014.
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nature, recalling that it felt as if 
you were actually there—peer-
ing behind the curtains at 
product launches, lurking 
around the tables in cluttered 
break rooms, and hovering 

above boardrooms fi lled with 
high-powered executives. Each 
photograph told a story that 
was expertly captured by 
Menuez’s gentle, yet discerning 
eye and written prose. It was 

truly a unique collection. 
Tashev was on board and was 
quickly joined by  the Mu-
seum’s Development team, who 
would take on the task of 
seeking out a sponsor.  

And so, an exhibit was born.
It was the start of June before 

I knew anything of what had 
transpired in the preceding 
month. When Tashev ap-
proached me about curating an 
upcoming exhibit of 50 silver 
gelatin prints by Menuez in 
partnership with Media 
Director Jon Plutte, who would 
turn exhibit designer for the 
project, the Museum had not 
only procured a sponsor but 
also decided on a space for the 
exhibit as well as an opening 
date. Micron Technologies, an 
established company hailing 
from Boise, Idaho, with a long 
history in semiconductor 
memory devices, was interested 
in building its presence in the 
Valley, and so they would be 
the sponsor. With the custom-
ary exhibit spaces already 
occupied with shows, the 
Museum’s lobby would serve as 
gallery for the exhibit; and due 
to the tricky intricacies that 
invariably come with juggling 

multiple schedules, the opening 
date would be a fast-approach-
ing July 9. To recap, the exhibit 
would open in one month in a 
space that had never exhibited 
anything more than a few 
temporary display cases, 
backed by an eager sponsor 
looking to reemerge into the 
Silicon Valley locale. Did I 
want to do it? Of course! After 
all, we’re in Silicon Valley—
land of the can-do start-up—
let’s do it!

Plutte immediately began 
designing the space and 
researching vendors that could 
provide a temporary but secure 
wall and lighting system, before 
deciding upon Bay Area 
production and design com-
pany DaVinci Fusion. The 
ambitious design called for 25 
4x10-foot partial walls to line a 
majority of the Museum’s 
facade of glass windows, 
elevator bank, K-beam support 
near the Cloud Café, and 
fi nally more walls would go up 
on either side of the Orienta-
tion Theater.  

Because walls would soon be 
covering a bulk of the Mu-
seum’s street-facing windows 
(32 feet wide by 10 feet high), 
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Plutte and I advocated for 
eye-popping window graphics 
that would not only promote 
the show, but also camoufl age 
the starkness of the walls from 
the front of the building. We 
worked with San Francisco-
based studio1500 on the 
graphic design for the windows 
and fi nally decided upon a 
puzzle-like design that would 
create both interest and depth 
on an otherwise fl at space. The 
back of the walls would be 
painted a bright blue, while the 
window graphics would be 
printed on complementary 
yellow strips of vinyl. 

Despite our tight schedule, 
Plutte and I both wanted to 
incorporate some type of media 
activity for visitors and decided 
upon quick read (qr) codes. 
We would have various “stops” 
throughout the exhibit where 
visitors could use their smart-
phones to scan qr codes and 
hear Menuez talk about 
selected photographs. We chose 
seven different photographs 
and we were, luckily, able to 
get Menuez to record a unique 
message for each stop. 

Tashev came through with 
another interactive activity for 

visitors to the exhibit: a 
talkback board. Visitors would 
be invited to share their 
thoughts on two different 
prompts related to the exhibit: 

“What do you want the next 
Fearless Genius to invent?” and 

“Where were you during the 
digital revolution, 1985–2000?” 

Everything was moving 
quickly, but smoothly. By the 
week of June 30, we had 
fi nalized the graphic design for 
a large wall panel that would 
display Menuez’s artist 
statement, 50 image captions, 
seven qr code labels, and the 
front window design. The 
photographs were due to arrive 
at the Museum in two days 
from Florida, where they had 
been shipped from Menuez’s 
studio in Red Hook, New York, 
to be framed. 

Monday, July 7, marked the 
fi rst day of installation. A 
skilled team of designers, 
fabricators, and technicians 
from DaVinci Fusion began 
putting up the walls and install-
ing special light fi xtures. By the 
end of the day the lobby had 
been transformed into a 
gallery! On day two, we were 
ready to hang the photographs 

and incorporate all of the fi nal 
fi nishing touches. In the 
afternoon, we were excited to 
receive our fi rst visitors to the 
exhibit—none other than 
Menuez and his wife, Tereza. 
Menuez walked through 
the nearly fi nished exhibit, 
taking pictures and marveling 
about what an amazing job 
the Museum had done to pull 
off this exhibit in such a short 
amount of time. 

At 10:00 a.m. on Wednesday, 
July 9, visitors were ushered 
into the Museum’s lobby where 
they were greeted by our 
newest exhibit, Fearless 
Genius: The Digital Revolution 
in Silicon Valley, 1985–2000. 
The lobby echoed with 
personal stories about Silicon 
Valley and questions about the 
people in the photographs. 
Visitors even took impromptu 

“selfi es” with a large photo-
graph of Steve Jobs, mirroring 
his pose as he explained 
10-year technology develop-
ment cycles. At the opening 
reception later that night, 
Hollar sat down with Menuez 
in a special question-and-an-
swer session where Menuez 
shared his hopes for the future 

of Silicon Valley, saying that he 
hopes we can get back to the 
idealism that drew him here 15 
years ago during his fi rst 
meeting with Steve Jobs, a core 
belief that technology cannot 
only change the world but also 
make it better.

Fearless Genius opened on 
Wednesday, July 9 and closed 
on September 7, 2014. It was a 
fast show in every way, but 
that does not lessen its impact. 
Throughout the two-month run 
of the exhibit, 21,047 visitors 
fi lled the lobby, reminiscing by 
photographs and learning new 
stories about the high tech 
industry. Young children 
scribbled drawings and mused 
about what the next fearless 
genius should invent. (Popular 
answers included talking 
animals, faster transportation, 
better translation tools, and of 
course, machines that could do 
your homework.) If Fearless 
Genius taught us anything, it’s 
that anything is possible—
whether it’s pulling off an 
exhibit in one month, inventing 
faster means of transportation, 
or even an app that can do 
your homework. Stay fearless, 
Silicon Valley! 
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IN THE 
(PHOTOSHOP) MIX

There are not many chances for 

a do-over in life. How many 
times have you said to your-
self “I wish I’d <bought Apple 
stock in 1983>”—fi ll in with 
yours. Interestingly, Adobe has 
recently had the opportunity 
to do just that. The catalyst for 
this is a combination of two 
factors: the rise of tablets as a 
major computing device and 
the ambition of Adobe Senior 
Principal Scientist Jeff Chien. 

Tablets have become the 
main computing device of 
the 21st century, projected to 
eclipse the numbers of both 
laptops and desktop comput-
ers,1 making them an obvious 
target for software develop-
ment. Since tablet users take 
pictures—a lot of pictures—
there is a great need for photo 
management and image editing 
on tablets; and although tablets 
are convenient and portable, a 
major problem with them is 

their lack of processing power. 
This is where Jeff Chien comes 
into the story. 

Chien is a senior principal 
scientist at Adobe and a Photo-
shop Hall of Fame member. He 
has been working on Photo-
shop for over 20 years, helping 
develop important functions 
for the program such as the 
Healing Brush and Content-
Aware Fill. He also has a 
background in networking and 
saw an opportunity to advance 
Photoshop by using Adobe’s 
existing network-based Cre-
ative Cloud system to enhance 
its capability on tablets. “Why,” 
he thought, “don’t we use the 
power of our network-based 
systems to help tablets process 
those portions of images?” 
Adobe’s Principal Product 
Manager for Digital Imaging 
Bryan O’Neil Hughes puts it 
like this: “He had a neat idea. 
Jeff being Jeff showed it to 

someone kind of high-up. They 
loved it and someone knocked 
on my door and said someone 
high-up loves it … We’re going 
to need to fi gure out what 
the story is here.” The story 
ended up being a new project 
dubbed “Orion.” And so began 
a new direction in Photoshop’s 
development that would ulti-
mately culminate with the re-
lease of a new product known 
as Photoshop Mix. 

This is all very cool and 
interesting, but why would this 
story be in an issue of Core 
magazine for the Museum? 

In preparation for the 
Museum’s upcoming exhibi-
tion Make Software: Change 
the World, our media team has 
been documenting the develop-
ment of Photoshop Mix from 
the beginning stages of the 
project to its release in June 
2014. Make Software will not 
only examine how software 
is developed, but also pres-
ent the personal stories of the 
makers and users of software. 
We will be focusing on seven 
software applications and 
exploring the impact these ap-
plications have had on society. 
Selected for its ability to alter 
imagery and, with that, our 
perception of the world around 
us, Photoshop will be one of 
these seven applications.

As part of the larger exhibi-
tion, the Museum will also 
create a software lab to docu-
ment and make accessible the 
technical and creative processes 
of software development. The 

making of Photoshop Mix 
will be featured as a documen-
tary fi lm that will be played in 
the lab. Thanks to the Adobe 
team, led by the efforts of 
Photoshop Senior Quality 
Engineering Manager Jackie 
Lincoln-Owyang and Bryan 
O’Neil Hughes, we were able 
to document the development 
of a new product up close to 
share with our visitors. 

The story of Photoshop 
Mix is interesting because it 
unfolds just how you’d like a 
good movie to unfold—with 
an intriguing storyline and 
great characters. Colleague and 
cameraman Eric Dennis and 
I fi rst interviewed the Adobe 
crew at the 2013 Photoshop 
World conference in Las Vegas, 
Nevada. Hughes described 
Adobe’s technology prototype 
of leveraging processing power 
in the cloud, which then had 
the working name “Octopus,” 
as a small “skunk works” proj-
ect, referring to a term used by 
Lockheed during World War 
II to describe a small, fl exible 
research project that was de-
veloped outside of the ordinary 
corporate structure of the busi-
ness. At that time, the entire 
team consisted of Chien and 
a small group of engineers in 
China. Their goal was to imple-
ment Chien’s long-held ideas 
that the cloud and computing 
could be integrated to create a 
seamless whole.

By the next time we checked 
in with the team, this time 
at Adobe headquarters in San 

M U S E U M ’ S  M E D I A  T E A M  D O C U M E N T S  T H E 
M A K I N G  O F  N E W  A D O B E  P R O D D U C T

B Y  J O N  P L U T T E
D I R E C TO R  O F  M E D I A
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Jose, interesting developments 
had ensued. Octopus had 
been applied to a new product, 
Orion, but more importantly, 
Adobe had begun to shift its 
business model. Photoshop 
had traditionally been a closely 
held product. Only Adobe’s 
internal software crew could 
touch the underlying code. But 
now Adobe was considering 
letting outside developers see 
their closely guarded infra-
structure, beginning with Apple 
who would be the fi rst to adapt 
Photoshop to their mobile 
operating systems. Chien and 
his team in China, with the full 
support of Adobe, were also 
starting to reimagine how Pho-
toshop is built. Octopus and 
Orion were opening everyone’s 
eyes to the new possibilities of 
the cloud and tablet comput-
ing, along with the future of 
Photoshop itself. 

On our latest visit in June 
2014, the Chinese development 
team had relocated to San Jose 
and had just three days to lock 
down the code on the release 
version of Photoshop Mix (that 
is, they had to fi nish writing 
the program). The next week, 
they were debugging; then the 
week after that would be a 

Bottom: Jeff Chien, Adobe senior prin-

cipal scientist, with David Wadhwani, 

Adobe senior VP and general manager 

of digital media, at a Photoshop Mix 

meeting in April 2014.

Top: A screenshot of Photoshop Mix 1.1. 

Version 1.1 includes undo/redo com-

mands, image swapping, Dropbox sup-

port, and the ability to open larger fi les, 

even panoramic images as shown.
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software submission to 
Apple to clear the program for 
release on the Apple store. 
The usual period of time for 
this kind of clearance is six 
weeks, but Adobe had planned 
a New York release party in 
only two weeks, counting on 
Apple to understand the grav-
ity of the release. 

The good news for Adobe? 
The product got completed, 
the debugging went well, 
Apple approved the product 
for release on time, and the 
release was a great success. 

It’s not often that a museum 
gets to document history 
as it unfolds, but here, it’s 
something we’re getting 
good at. The development of 
Photoshop Mix is an excit-
ing example of how a large 
corporation can adapt to the 
times and move forward. This 
is an ongoing project. To fi nd 
out the end of the story, you’ll 
have to see the movie when 
Make Software opens.   

1 Statista, “Global shipments of tablets,  

  laptops and desktop PC’s—additional 

information,” accessed October 13, 

2014, http://www.statista.com/statis-

tics/272595/global-shipments-  

forecast-for-tablets-laptops-and-

desktop-pcs/.

REVOLUTIONARIES

L E C T U R E S

Pixar co-founder and author of 

Creativity, Inc. Edwin Catmull.

P I X A R ’ S  E D  C A M U L L  O N 
C R E AT I V I T Y  A N D  M A N A G E M E N T

B Y  J O H N  C .  H O L L A R
P R E S I D E N T  &  C E O
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As a young man, Ed Catmull 

dreamed of being an animator 
and an artist. When he learned 
that he lacked the natural 
talent for hand-drawn anima-
tion, he turned to his other 
passions—physics and then 
computer science. 

He nurtured that dream as a 
PhD student at the University 
of Utah, where many computer 
graphics pioneers got their 
start. He eventually forged a 
partnership with George Lucas, 
an alliance that led to his 
founding of Pixar Animation 
Studios with Alvy Ray Smith, 
Steve Jobs, and John Lasseter 
in 1986. Nine years later, Pixar 
released Toy Story—the fi rst 
feature-length fi lm created en-
tirely on computers. It changed 
animation forever.  

Today Catmull is president 
and ceo of both Pixar Anima-
tion and Walt Disney Anima-
tion. In his 2014 best-selling 
book, Creativity, Inc., Catmull 
explores the essence of creativ-
ity and his lessons on manage-
ment at Pixar and Disney. He 
talked about Creativity, Inc. 
at the Museum on May 8, 

2014, as part of our landmark 
speaker series, Revolutionaries.

Hollar: You say that at the Uni-
versity of Utah, you were the 
guy who was always sleeping 
on the fl oor at the computer 
lab just to get some more hours 
on the mainframe. What was 
the magic for you of comput-
ing at that time? 

Catmull: It was clear that with 
computer science we were 
close to the frontier, whereas 
in physics it was a long haul 
to get to the frontier. With 
computer science, I always had 
the sense that it was like being 
at an Easter egg hunt, and I 
was at the front of the line, and 
they just cut the ribbon. I was 
intending to go into computer 
languages. But as soon as I 
took that fi rst class in com-
puter science, I said, “We can 
make pictures with this.”

Hollar: After graduate school 
you go east to the New York 
Institute of Technology [NYIT]. 
You begin assembling a team to 
do computer graphics. And you 
begin to work out your early 
ideas about management.

Catmull: I had a theory about 
how to manage a group based 
upon the fact that I didn’t actu-
ally want to manage. I wanted 
to be in charge, but I didn’t 
want to manage. 

I came up with a theory 
about how to have a fl at orga-
nization and the kind of people 
to hire. The fi rst person was 
Alvy Ray Smith. At fi rst I’m 
a little nervous, because here’s 
a guy who’s really smart. 
And I wondered: Should I be 
threatened by this? But I did 
the right thing, and I learned 
something from it. 

Looking back, my feeling at 
the time was—about two-
thirds of my theories were 
working and about a third 
of the ideas were a complete 
crock. I still think that’s the 
way it works. A lot of people 
have these 80-20 rules, 90-10 
rules. I think that’s too opti-
mistic. It means we think we’re 
right more than we are. 

Hollar: In 1979 you go to work 
for George Lucas. Eventually, 
you and your team develop the 
Pixar Image Computer. You 
built a company around that 
hardware. What happened, and 
what did you learn?

Catmull:  We had the hardware, 
but starting up as a company 
we didn’t know what to do. We 
had to learn about manufactur-
ing. We brought in marketing 

people and built up a sales 
force, and made a lot of mis-
takes along the way—a couple 
of them fatal. But we stayed 
together through the failures, 
and we benefi ted in the end 
from having stayed together. 

There were two parts to what 
I learned. One, I knew that 
we were doing original things. 
There’s something exciting 
about the fact that you’re com-
ing up with new discoveries. 

Two was a question. In 
watching other graphics 
companies like Sun, Silicon 
Graphics, and others, I began 
to ask: What are they doing 
that makes them work, and 
what do they do that makes 
them go off the rails? These 
were smart people. They had 
great engineers. They had good 
customers and good marketing. 
And then a signifi cant number 
of them would do something, 
which, at the time, would look 
foolish. I’m thinking, “OK, 
these are really smart people. 
They’re really creative. What’s 
going on?” 

Hollar: Meanwhile you moved 
Pixar from hardware to story-
telling. How did you become 
your own studio? 

Catmull: Desperation. I remem-
ber at the time I was reading 
books about how you manage, 
and one of the pieces of advice 
was focus, focus, focus. That 



12 CORE 2015

has to be the most worthless 
piece of advice. The fact is, 
most companies are focused. 
The question isn’t whether or 
not you should focus. It’s what 
you’re supposed to focus on. 

We were trying to be a 
hardware company, and we 
failed. Then we started doing 
software. Wasn’t big enough. 
Wasn’t making the payroll. We 
started doing commercials. 
Then we tried making short 
animated fi lms. The short fi lms 
were good. Because they were 

good, Disney tried to steal John 
[Lasseter] away. 

But he and I believed that 
there was something new 
that was happening with 3d 
animation. Our belief was it 
was going to be big. It was a 
struggle to fi gure it out. But in 
the process of that, we had the 
good fortune to learn that our 
fi rst four people were pretty 
remarkable. 

Hollar: You write that every-
one working on any creative 
endeavor for a long period of 

time gets lost. You’ve made 
“getting lost” explicit as part of 
your innovation process. 

Catmull: You want to get at 
the truth. You want people to 
say what they think. It turns 
out that being candid is a hard 
thing. Sometimes I’m not going 
to be candid because I don’t 
want to embarrass myself. Or I 
don’t want to embarrass some-
body else. Or I want to impress 
somebody. Or there are power-
ful people in the room who 
signal that they don’t want to 
hear the truth. You’ve got hu-
man dynamics—some of which 
people aren’t even aware of. 

More and more of my job is 
to look at the dynamics. If you 
don’t, every now and then—es-
pecially if you’ve got a diffi cult 
problem and a large group—
the thing will go off the rails. 

Hollar: What does it look like 
when something goes off the 
rails at Pixar? 

Catmull: If I were to look at 
this over our history, usually 
our group operates very well—
and it shows in the fi lms. Once 
in a while it doesn’t work at all.

The key is to realize that 
when we start, it doesn’t work 
right. You want to generate an 

original idea. That means that 
all of our babies are ugly, or 
they start that way. You actu-
ally have to protect them. So 
there’s a period of protection. 
It can’t be forever, or they get 
lost. And it can’t be too short 
a time where you don’t allow 
things to develop. But you do 
have to protect the early baby.

It was actually Toy Story 2 
where the question was called. 
It wasn’t good, and we did 
a restart nine months out. It 
was truly a brutal thing to go 
through. But in doing so, we 
produced an excellent fi lm. I 
think we defi ned ourselves by 
doing that. 

Hollar: You worked very closely 
with Steve Jobs for 26 years, 
perhaps the longest professional 
partnership he had with anyone. 
You write in your book, “While 
many anecdotes of Steve 
Jobs as a young executive are 
probably accurate, the overall 
portrait is way off the mark. 
The reality is Steve changed 
profoundly in the years I knew 
him.” Can you talk about the 
change you saw?

Catmull: Like others, I saw him 
in the early days. Steve was 
very smart. And he did some 

Pixar co-founder and author Ed 

Catmull joins Museum CEO John 

Hollar for a conversation about how 

to build a sustained creative culture, 

nurturing both the technical and 

artistic “poles of creativity.”
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In 2014, the Museum took its acclaimed 

Revolutionaries speaker series on the road 

to capture the stories and unearth the history 

from computing pioneers around the globe. 

Heading out on the road on a limited basis also 

affords us many other opportunities, including 

the ability to expand and extend the awareness 

and infl uence of the series and the Museum. 

It also gives us the opportunity to deepen our 

ties with key partners like Intel and KQED, who 

have both played important roles in the suc-

cess of our series. Additionally, we can make 

some new strategic partnerships with a select 

few host organizations. Finally, going on the 

road will expand the potential for new Museum 

members and donor prospects. It’s all very 

invigorating, for sure.

Our fi rst road trip in October took us to 

NPR’s beautiful new headquarters in Washing-

ton, DC. John Hollar moderated an engaging 

conversation with entrepreneur and philanthro-

pist Steve Case. We couldn’t have asked for a 

better inaugural guest, who was every bit as 

inspiring and engaging as we’d hoped he would 

be. And the acoustics in NPR’s Studio One, not 

surprisingly, were amazing. 

Looking ahead, we plan to stage Revolution-

aries on the Road at KQED’s studio in Europe, 

New York City, and KQED’s studio in San Fran-

cisco. This gives us the opportunity to extend 

our geographic reach to audiences who might 

never travel to Mountain View to attend one of 

our programs. Stay tuned!

 REVOLUTIONARIES
 GOES ON THE ROAD

things where he was swinging 
for the fences, and he hit some 
things, which looked like home 
runs at the time. 
He realized later that was bad 
for him. His way of behaving, 
interacting with people, was 
over the top in the early days. I 
found after a while he fi gured 
that out, and he changed. 

Our directors do the same 
thing. You’re in advocate 
mode. You’re testing. You’re 
having other people come back 
questioning you. You’ll listen. 
And if you’re wrong, you’ll 
abandon it. That is what he did. 
I think that was largely missed 
by people. It was like the 
classic hero’s journey, where 
they’re cast out of the king-
dom because of bad behavior. 
They’re wandering around, and 
they discover something. They 
return a different person. That 
was my experience with Steve. 

Hollar: Was he proud of what 
you achieved together at Pixar? 

Catmull: Oh, very proud. He 
expressed it many times. He 
would say, “The one thing that 
I know is that 75 years from 
now most our stuff will be in 
landfi lls, but these stories will 
be around forever.”  

B Y  C A R O L  S T I G L I C
V I C E  P R E S I D E N T  O F  P R O G R A M M I N G 
&  B U S I N E S S  D E V E L O P M E N T

Major funding for CHM Presents 

Revolutionaries: “Creativity, Inc.” was 

made possible by Intel Corporation.  
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EDUCATION TEAM 
EMPOWERS 
YOUTH WITH NEW 
DESIGN_CODE_BUILD 
PROGRAM

It is imperative that students 

not only become familiar with 
using today’s new technologies, 
but also develop the confi dence 
and knowledge needed to 
design and create with those 
technologies. Being able to 
understand the way in which 
computer programs are 
structured and how they 
process information will help 
students interpret their own 
relationships with software, 
hardware, social media, and 
the Internet. As a result, they 

will develop skills to express 
themselves and create change 
in meaningful ways. Program-
ming is more than a technical 
skill, it is a creative outlet that 
teaches a plethora of concepts, 
while helping to develop 
critical thinking skills, inspiring 
students to develop an intrinsic 
desire to experiment, explore, 
and learn. Learning to code 
prepares students for success in 
all aspects of their lives. 

This year, the Museum’s 
Education Department is 

E D U C A T I O N

Middle school students from Black 

Girls Code and Level Playing Field 

Institute gather together for a group 

photo before starting the logic maze. 

B Y  K A T E  M C G R E G O R
E D U C A T I O N  P R O G R A M S  
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Middle school students 

from Black Girls Code 

work together at the 

Raspberry Pi station.

E4T (Engineers For 

Tomorrow) volunteers 

with Level Playing Field 

Institute middle school 

student in the Raspberry 

Pi Station.

striving to inspire future 
generations to become excited 
about exploring technology, 
coding, and computer logic. 
Middle school students are 
at a critical point in their 
educational journey and, with 
encouragement and knowledge, 
they will become technological 
innovators who address 
important global problems that 
will shape tomorrow’s world. 
Our new program, Broadcom 
Presents Design_Code_Build, 
launched in partnership with 
Broadcom Foundation, is an 
exciting educational event 
series that connects with 
hundreds of middle school 
students from around the 
Bay Area each year and helps 
them to think critically while 
solving problems, designing 
programs, building computers, 
and having fun!

During each full-day event, 
students explore computer 
programming, actively learning 
in a hands-on environment and 
interacting with industry 
professionals and role models. 

“Rock star” professionals from 
the tech community share their 
stories and discuss how 
computer programming and 
stem (science, technology, 
engineering, and mathematics) 
studies are part of their daily 
lives. Students build their own 
computers using a Raspberry 
Pi, design instruction sets to 
guide their partners through a 
life-size maze, work with 
Museum docents to investigate 
historic methods of computer 
programming, and learn about 

tech industry pioneers. After 
gaining knowledge and 
experience over the course of 
the day about instruction 
sequences, loops, conditionals, 
and the need for problem 
solving and innovation, 
students work in teams to 
prepare and present a culminat-
ing project. Each team incorpo-
rates aspects of computer 
programming in their work, 
while also highlighting 
important skills such as critical 
thinking, brainstorming, and 
collaboration. These skills are 
useful and truly necessary for 
all youth as they move forward 
into the future.

The industries that exist 
today have evolved and 
changed dramatically from 
those that were crucial only 
decades ago. Technology has 
become a part of everyday life 
and is a critical aspect of most 
industries in today’s society. 
Computer programmers, 
medical doctors, and aerospace 
engineers are all examples of 
incredible stem professionals, 
as are architects, high school 
teachers, communications 
professionals, construction 
managers, and food scientists. 
Science, technology, engineer-
ing, and mathematics will 
become increasingly necessary 
in the years to come. Tech 
companies today are in need of 
thousands of skilled computer 
engineers to design and build 
both hardware and software. 
Jobs are available and waiting 
to be fi lled. Although the tech 
industry is booming, many 

groups are underrepresented 
within the workforce. Each 
Design_Code_Build event will 
connect with girls and students 
from under-resourced commu-
nities in order to help these 
young people see their own 
potential and the opportunities 
that lie ahead for them. The 
Museum is partnering with 
wonderful community organi-
zations such as Engineers 4 
Tomorrow (e4t), whose 
volunteers help to facilitate 
these events, and connecting 
with organizations that support 
middle school youth such 
as Aim High, Level Playing 
Field Institute, Black Girls 
Code, Girls Innovate!, nasa 
semaa, Coder Dojo, Tech-
gyrls, and others.

While the need for more 
skilled professionals to fi ll the 
existing and future jobs in the 
tech industry and related fi elds 
is real, learning to code and 
understanding the fundamen-
tals of computer programming 

will do much more than 
provide incredible employment 
opportunities for our students 
as they prepare to join the 
workforce. As they learn to 
code, students learn to be 
persistent, to deconstruct 
problems into smaller specifi c 
parts, and to address each issue 
in a logical, organized way 
while accounting for a myriad 
of variables. They will learn to 
be comfortable trying, failing, 
and persevering, all while 
gaining important insights into 
the engineering design process. 

Learning to code is about 
much more than programming 
languages and engineering job; 
it opens up opportunities to 
learn many important life skills 
and concepts. The Design_
Code_Build program guides 
students through a process of 
exploration, helping them gain 
confi dence and become 
inspired to take on new 
challenges and work together 
to change the world!  
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ENGINEERS 4 TOMORROW (E4T)

DESIGN_CODE_BUILD 
SPOTLIGHTS

ROCK STAR: NANCY DOUYON

Engineers 4 Tomorrow (E4T) is a nonprofi t organization 

that believes now is the time for the engineers of Silicon 

Valley to lead through social entrepreneurship to close 

the minority gap in science, technology, engineering, and 

mathematics fi elds. 

E4T is a collection of Silicon Valley’s technical pro-

fessionals who encourage today’s youth to embrace 

STEM education and pursue careers in STEM fi elds. The 

organization strives to “Introduce, Inspire, and Excite,” as 

it develops and delivers creative, technical, and intuitive 

curriculums to middle school students of the Bay Area. 

E4T is partnering with the Museum to bring their col-

lective enthusiasm, expertise, and diversity to help inspire 

and empower middle school students.

Nancy Douyon is a user experience research program manager 

at Google. She grew up in a low-income area of Boston, Mas-

sachusetts, the daughter of undocumented Haitian immigrants. 

Her childhood was challenging. She struggled in school and 

spent time in foster care, while her parents adapted to a new 

country with different cultural norms and little personal secu-

rity in terms of health care, housing, and food. 

At the age of 12, Nancy was in middle school and became 

involved with an after-school program focused on computer 

skills and coding. Her excitement about technology grew, and 

she began to see herself and her potential differently. She 

continued to face barriers due to race, gender, and societal 

standards, but she learned to believe in herself and persevered. 

She earned a scholarship from Intel and, after graduating 

from high school and college, went on to complete a master’s 

degree in human computing interaction. 

Nancy has since worked for such companies as Intel, 

Accenture, IBM, and is now at Google. She is also working 

towards her PhD in human factors engineering. Nancy is a 

wonderful and engaging role model. She loves connecting with 

youth through her story and mentoring students to believe in 

their own potential as they become excited about technology 

and computer science.

B Y  K A T E  M C G R E G O R
E D U C A T I O N  P R O G R A M S  
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For four decades the Museum 

has been the world’s leading 
institution collecting the history 
of computing and chronicling 
its ongoing impact on society. 
The Museum’s commitment to 
not only preserve computing 
history, but also to present and 
make that history accessible, is 
refl ected in its archive, which 

contains hundreds of collec-
tions of signifi cant research 
value. The Museum’s archival 
material is used by scholars, 
authors, hobbyists, and other 
interested parties from around 
the world on a daily basis. The 
archive responds to over 400 
requests each year to use mate-
rial in publications, original 

FROM THE 
ARCHIVE

C O L L E C T I O N

Senior Archives Manager 

Sara Lott pulls collection 

documents for a researcher. 

M U S E U M  C O L L E C T I O N  P R OV I D E S  E S S E N T I A L 
S C H O L A R S H I P  TO  R E S E A R C H E R S 

B Y  S A R A  L OT T
S E N I O R  A R C H I V E S  M A N A G E R
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research, and school projects. 
Since the launch of Revolu-
tion: The First 2000 Years 
of Computing in 2011, the 
archive has seen the number of 
researchers visiting the archive 
more than double, and scholars 
are using the archive to answer 
more than just technologi-
cal questions. A phd student 
studying the psychology of 
human-computer interaction 
and computing’s effects on 
offi ce and school management 
culture used the mit Comput-
ing Projects Collection and 
various companies’ marketing 
brochures to shed light on how 
early artifi cial intelligence proj-
ects shaped human-computer 
interaction design. A professor 
of management and technol-
ogy, working in the area of 
innovation management, used 
the James Porter Papers to 
study disk drive companies and 
how disk drive manufacturers 
survived different technologi-
cal transitions over a 20-year 
period. Another phd student 

examining the history of 
capitalism, technological in-
novation, and global politics in 
the Cold War era, accessed the 
Don Liddie Papers on Signetics 
to examine the connection be-
tween the emergence of Silicon 
Valley as a uniquely entrepre-
neurial region and the reorgani-
zation of the American political 
economy during the 1960s and 
1970s. A graduate student from 
Cambridge University studying 
economic and social history 
used the archive to research the 
history of Silicon Valley and its 
relation to theories of regional 
agglomeration. 

Collecting is only one part 
of preserving records. The 
Museum archive also orga-
nizes, describes, and publicizes 
archival holdings so historians 
can locate and access archival 
material and write those stories, 
further contributing to our cur-
rent understanding of the Infor-
mation Age. The archive holds 
so many more stories that 
have yet to be written; stories 

that provide insight into how 
technologies were developed, 
produced, marketed, and sold, 
and how those technologies 
and the individuals involved 
have come to impact our soci-
ety. The history of computing 
technology is a rapidly growing 
and important area of re-
search relevant to scholars of 
business history, legal history, 
social history, and education. 
While other institutions may 
have technology- or business-
related collections as part of a 
broader collecting scope, the 
Museum is the only institution 
founded explicitly to docu-
ment the Information Age. The 
Museum’s deep and broad col-
lections offer scholars a unique 
platform to conduct in-depth 
original research in the his-
tory of computing technology 
and its allied disciplines. The 
archive has so many wonder-
ful collections that have never 
been accessed. What stories 
will the Museum archive help 
tell this year?  
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Left: Trigonometric rectiligne et 

sphérique: avec la construction des 

tables Des Simus, des Tangentes, 

des Sécantes Et des Logarithmes, 

by Dominique François Rivard, 

1750. Gwen Bell Early Book Collection 

of Algorithms, Tables, and History 

of Calculations. 

Right: Film canisters (top) and 

slide collection (bottom) from the 

Museum’s Media Archive.
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It was the era of Big Iron—an 

era when multimillion dol-
lar computer systems came 
packaged in a dozen or more 
refrigerator-sized cabinets 
wired together with cables 
the size of pythons. In the 
late 1950s, computers were 
celebrating nearly a decade of 
commercial availability. ibm 
was in the forefront of scientifi c 
and business computing even 
then, though it had competi-
tors such as Remington-Rand 
(with its univac system), rca, 
and Burroughs.

Most computers made in the 
1950s—ibm’s included—fell 
into these two broad catego-
ries: Customers were either 
using them as “number crunch-
ers” or for business and ac-
counting purposes. On the one 
hand, scientifi c users required 
high speed and often dealt 
with very large or very small 
numbers. Business users, on 
the other hand, required only 
moderate speed and dealt with 
the relatively small decimal 
numbers seen in business.   

These powerful—and gigan-
tic—machines are long gone … 
or are they? As Margaret Mead 
famously noted, “Never doubt 
that a small group of thought-
ful, committed citizens can 
change the world; indeed, it’s 
the only thing that ever has.” 
Thanks to one such thoughtful, 
committed citizen—Paul Pierce 
of Portland, Oregon—several 
of these legendary computer 
systems from the dawn of 

HEAVY METAL

Bendix G-15 

advertisement
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commercial computing survive. 
Pierce, a former Intel engineer 
who worked on supercomput-
ers for a living, accumulated 
these machines over several 
decades. It was a tough slog— 
collecting mainframe comput-
ers is neither easy nor inex-
pensive. Because one Big Iron 
system can require thousands 
of square feet of storage space, 
even when closely packed, 
Pierce moved occasionally to 
larger or more convenient stor-
age spaces before eventually 
acquiring his own warehouse. 
Pierce’s commitment to rescu-
ing the systems is based on a 
deep respect, and even love, for 
the skillful engineering, impres-
sive size, and unique computing 
technologies of a bygone era.  

Early in 2014, the Museum 
and Pierce began discussions 
about fi nding a good home 
for some of his largest systems. 
Pierce was satisfi ed with his 
collecting, and while he had en-
tertained the notion of starting 
his own computer museum in 
the future, he no longer wished 
to pursue that option. We were 
thrilled that an opportunity to 
add these classic computers to 
the Museum’s Permanent Col-
lection had arrived. A site visit 
was arranged and a detailed 
inventory was created. The 
Museum decided to accept the 
following complete systems: the 
ibm 650, ibm 709, ibm 7094, 
and Bendix g-15.

What are these computers 
and how were they used?

Let’s start with the ibm 650. 
This medium-sized computer 
system was ibm’s fi rst mass-
produced electronic computer, 
with over 2,000 machines 
manufactured between 1953 
and 1962. In a world with 
only a few thousand comput-
ers, that was a huge deal. The 
ibm 650 was equally at home 
with scientifi c applications as it 
was with business ones—a rare 
case of a computer appealing to 
both major computing markets. 
It was also during this time that 
ibm was showing its customers 
a new way of computing, one 
without plugboards—a turn-
of-the-century technology that 
was adopted to electromechani-
cal business equipment and 
some early computers. Instead 
of wiring up a rat’s nest of 
colored wires to tell a machine 
what to do, instructions could 
be stored in the computer itself 
and changed rapidly through a 
stored program. As an ibm an-
nouncement at the time stated, 
the 650 would be “a vital 
factor in familiarizing business 
and industry with stored pro-
gram principles.” All comput-
ers today are stored-program 
computers.

The ibm 650 also had a big 
infl uence on early generations 
of programmers, many of 
whom fi rst learned to program 
on one. The most famous is 
undoubtedly Stanford Uni-
versity professor of computer 
science Donald Knuth, who 
learned how to program a 650 

IBM 709 Data 

Processing System

in college. In his memoirs, 
Knuth remarks: “There was 
something special about the 
ibm 650, something that has 
provided the inspiration for 
much of my life’s work. Some-
how this machine is powerful 
in spite of its severe limitations. 
Somehow it is friendly in spite 
of its primitive man-machine 
interface.”1   

The next mainframe system 
from Pierce is the ibm 709, 
a large-scale scientifi c and 
business-oriented comput-
ing system, comprising 10 
closet-sized cabinets, 6 feet 
tall, and built using vacuum 
tubes. Announced in August of 
1958, the 709 was an improved 
version of an earlier large-scale 
computer, the ibm 704 (1954), 

which sported magnetic core 
memory, a then-new technol-
ogy that became central to all 
computers built over the next 
20 years.

Just over a year after the ibm 
709, ibm announced a transis-
torized version of it, called the 
ibm 7090, a system designed 
for scientifi c and engineering 
applications. The ibm 7090 
was six times faster than its 
year-old brother and rented 
for less than half the price. 
This small one-year difference 
shows the speed of techno-
logical change in this era. The 
transition from vacuum tubes 
to transistors offered immedi-
ate benefi ts: smaller size, lower 
cost, and less power. ibm made 
use of transistors beginning 

B Y  DA G  S P I C E R
S E N I O R  C U R ATO R
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with an internal company 
policy to “go solid-state in 

’58.” (“Solid-state” meant using 
transistors).

Twenty-two 6-foot-tall 
cabinets make up Pierce’s ibm 
7094 system, an enhanced and 
speedier ibm 7090, which was 
in production from Janu-
ary 1962 until July 1969—a 
remarkably long run. The 
ibm 7094 was ibm’s fl agship 
scientifi c computing system for 
much of the 1960s and played 
a crucial role in the us space 
program (Mercury and Gem-
ini), oil exploration, weather 
forecasting, and all-purpose 
scientifi c computing, especially 
in government, the military, 
and universities. A 7094 with 
32k 36-bit words of memory 
then cost about $3.5 million 
(about $27 million today).   

The fi nal machine donated 
to the Museum from Pierce’s 
collection is the Bendix g-15, 
a personal computer—in the 
sense that it was made for just 
one user at a time and cost a 
fraction of what mainframe 
systems cost. Designed by 2013 
Museum Fellow Harry Huskey, 
the g-15 was released in 1956 
and was one of a small num-
ber of single-user computer 
systems like the Librascope 
lgp-30 and rpc 4000. It sold 
for about $60,000—a very low 

price for its capabilities—and 
was used in engineering and 
scientifi c offi ces, as well as in 
universities for teaching com-
puter science.   

In early summer of last year, 
three massive trucks fi nally 
delivered Pierce’s very special 
cargo of historic computer 
systems to the Museum’s 
offsite environmentally con-
trolled storage facility. After 
unloading, items were carefully 
vacuumed and cleaned, pack-
aged for storage, and placed 
on pallets. Receiving over 40 
gigantic cabinets—not includ-
ing 14 pallets of cabling—is 
not a casual procedure, but 
the Museum’s Collections 
team processed it quickly and 
effi ciently. It was a magical day 
for the Museum—all of these 
systems were on our historical 
wish list as highly signifi cant 
computers that tell important 
stories about the early days of 
computing. A few months later, 
Pierce himself visited the Mu-
seum’s storage facility to see 
the progress, reminding us all 
of how being able to see these 
long-extinct computer systems 
in real life and knowing that 
they are now preserved for 
history is what the Museum is 
all about.   

Top: Close-up of some of the IBM 

709’s thousands of vacuum tubes. 
Middle: Paul Pierce, Museum 

Chairman Len Shustek, and Museum 

Trustee Gardner Hendrie

Bottom: IBM 709 operator console 

from the Paul Pierce Collection.

1 Donald Knuth, “The IBM 650: An 

 Appreciation from the Field,” IEEE 

 Annals of the History of Computing, 

 Volume 8, Issue 1 (January–March 

 1986): 50–55.
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Robert Garner accepts 

the Tony Sale Award 

from Margaret Sale, 

widow of Tony Sale.

On November 6, 2014, the Computer Conservation Society, in 

association with the British Computer Society, the Science 

Museum of London, and the Manchester Museum of Science 

and Industry, awarded the Museum the prestigious Tony Sale 

Award for Computer Conservation for its IBM 1401 computer 

restoration. The project began in 2004 under the guidance of 

Museum volunteer Robert Garner, who led a passionate team 

of retired IBM fi eld engineers and programmers in the restora-

tion of not one—but two—complete IBM 1401 data processing 

systems, including magnetic tape drives, paper tape readers 

and punches, keypunches, and printers.

The IBM 1401 was the most popular computer of the early 

to mid-1960s, selling many times IBM’s initial estimates. The 

world was computerizing fast and by 1965 at least half of all 

computer installations in the world included a 1401. This is 

why the 1401 was chosen for restoration—it was the classic 

medium-scale business computer of the 1960s: low-cost, easy 

to program, and extremely reliable.  

We invite you to come experience what our amazing restora-

tion team has accomplished in the Museum’s IBM 1401 Demo 

Lab. We are incredibly proud of them and the long-term effort 

they have invested in the project. The Tony Sale Award is an 

international acknowledgement of the quality of their efforts. 

Thank you, team!

THE IBM 1401 DEMO LAB 
RECEIVES TONY SALE AWARD
B Y  DA G  S P I C E R
S E N I O R  C U R ATO R
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Moore’s Law, the historic 1965 forecast made by Fairchild Semiconductor 

Director of r&d Gordon Moore, predicted that the number of transistors that 
could be placed onto a single integrated circuit (ic) would double about every 
two years for at least the next decade. This, in turn, would revolutionize the 
way technology could be used. Derivations of this “doubling effect,” rooted in 
Moore’s original prediction, continue to hold true today and are still used to 
forecast costs and production volumes. In honor of its 50th anniversary, four 
renowned experts come together to take a critical look at Moore’s Law: what 
it is, its relevance today, and its future fate. 

Walter Isaacson, author and chief executive offi cer of the Aspen Institute, 
discusses Moore’s Law in his latest book, The Innovators: How a Group of 
Inventors, Hackers, Geniuses, and Geeks Created the Digital Revolution, and 
the importance of the primary sources he accessed at the Museum. David 
C. Brock, senior research fellow at the Chemical Heritage Foundation and 
co-author of Moore’s Law: The Life of Gordon Moore, Silicon Valley’s Quiet 
Revolutionary, delves into the history behind Moore’s Law. Steven Levy, 
editor-in-chief of Backchannel on Medium and author of the defi nitive Google 
biography, In the Plex, writes about the presence of Moore’s Law today, specif-
ically looking at Google and its co-founder Larry Page. Finally, Steve Jurvetson, 
partner of the venture capital fi rm Draper Fisher Jurvetson, looks to the future 
and contemplates a reengineering of Moore’s Law.
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The joy of a treasure like the Computer History 

Museum is that it makes vivid how history can 
inform the future. And one very powerful example 
of history informing the future is the topic of this 
special issue: Moore’s Law. 

After the invention of the microchip by Jack Kilby 
at Texas Instruments and by Robert Noyce, Gordon 
Moore, and Jean Hoerni at Fairchild Semiconduc-
tor, the device became faster, cheaper, and more 
powerful each year. Thousands of microchips were 
produced for guidance systems in rockets and mis-
siles, and they soon were cheap enough to be used in 
pocket calculators and other consumer devices. 

This was especially important because two in-
dustries were growing up simultaneously, and they 
were intertwined: the computer and the microchip. 

“The synergy between a new component and a new 
application generated an explosive growth for both,” 
Noyce later wrote.1 The same synergy had happened 
a half century earlier when the oil industry grew 
in tandem with the auto industry. There was a key 
lesson for innovation: Understand which industries 
are symbiotic so that you can capitalize on how they 
will spur each other on.

If someone could provide a pithy and accurate 
rule for predicting the trend lines, it would help 
entrepreneurs and venture capitalists to apply this 
lesson. Fortunately, Gordon Moore happened, 
almost inadvertently, to do so. Just as the micro-
chip sales were starting to skyrocket, he was asked 
to forecast the future market. His paper, titled 

“Cramming More Components onto Integrated 
Circuits,” was published in the April 1965 issue of 
Electronics magazine. 

Moore began with a glimpse of the digital future. 
“Integrated circuits will lead to such wonders as 
home computers—or at least terminals connected 
 to a central computer—automatic controls for auto-
mobiles, and personal portable communications 
equipment,” he wrote. Then he produced an even 
more prescient prediction that was destined to 
make him famous. “The complexity for minimum 
component costs has increased at a rate of roughly 
a factor of two per year,” he noted. “There is no 
reason to believe it will not remain nearly constant 
for at least 10 years.”2 

Roughly translated, he was saying that the num-
ber of transistors that could be crammed, cost ef-
fectively, onto a microchip had been doubling every 
year, and he expected it to do so for at least the next 
10 years. One of his friends, a professor at Caltech, 
publicly dubbed this “Moore’s Law.” In 1975, when 
the 10 years had passed, Moore was proven right. 
He then modifi ed his law by cutting the predicted 
rate of increase by half, prophesying that the future 
numbers of transistors crammed onto a chip would 
show “a doubling every two years, rather than every 
year.” A colleague, David House, offered a further 
modifi cation, now sometimes used, which said chip 

“performance” would double every 18 months be-
cause of the increased power as well as the increased 
numbers of transistors that would be put onto a 
microchip. Moore’s formulation and its variations 
proved to be useful to this day, and it helped chart 
the course for one of the greatest bursts of innova-
tion and wealth creation in human history. 

Moore’s Law became more than just a prediction. 
It was also a goal for the industry, which made it 

H OW  T H E  M U S E U M  A R C H I V E  B R I N G S 
H I S TO RY  A N D  M O O R E ’ S  L AW  TO  L I F E

B Y  WA LT E R  I S A A C S O N



29COMPUTER HISTORY MUSEUM

partly self-fulfi lling. The fi rst such example occurred 
in 1964, as Moore was formulating his law. Noyce 
decided that Fairchild would sell its simplest micro-
chips for less than they cost to make. Moore called 
the strategy “Bob’s unheralded contribution to the 
semiconductor industry.” Noyce knew that the low 
price would cause device makers to incorporate mi-
crochips into their new products. He also knew that 
the low price would stimulate demand, high-volume 
production, and economies of scale, which would 
turn Moore’s Law into a reality.3

When I was writing my latest book, The Inno-
vators, this tale was brought to life for me by the 
Museum. The notebooks of Noyce and Moore, from 
their days at Fairchild and Intel, are preserved and 
displayed for all to see. You can look at the entries 
by Noyce, Moore, and Hoerni and feel the thrill of 
the creative process, marveling at how innovation 
really happened step by step, day by day. In addition, 
there is a wealth of oral histories that add color and 
narrative to the daily jottings. And on display are the 
results: the wondrous machines and components that 
drove the digital revolution.

The Museum is especially valuable for those trying 
to envision where technology is leading. As Gordon 
Moore taught us, a great feel for history helps us 
discern such trend lines. 

1 Robert Noyce, “Microelectronics,” Scientifi c American, 

 September 1977.

2 Gordon E. Moore, “Cramming More Components onto Integrated  

 Circuits,” Electronics, April 1965.

3 Leslie Berlin, The Man Behind the Microchip: Robert Noyce and 

 the Invention of Silicon Valley (New York: Oxford University Press, 

 2005), 3177.

 A portion of this article is excerpted from Isaacson’s latest book 

 The Innovators: How a Group of Hackers, Geniuses, and Geeks  

 Created the Digital Revolution.

Gordon Moore’s patent notebooks 

from the Museum’s collection of 

Fairchild Semiconductor notebooks 

and technical papers.
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Gordon E. Moore, 

co-founder, 

Intel Corporation.
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H OW  M O O R E ’ S  L AW
C A M E  TO  B E

B Y  DAV I D  C .  B R O C K

Let’s begin with a conclusion and then tease out its 

meaning: Moore’s Law is the product of human 
imagination. “Moore’s Law” fi rst came into circula-
tion as a phrase in the mid-1970s after a decade 
of publications and lectures by Gordon E. Moore 
on his understanding of the basic dynamics of and 
possibilities for manufacturing silicon microchips. 
During this decade, Moore, a Caltech phd in physi-
cal chemistry, went from co-founding and directing 
r&d at Fairchild Semiconductor to co-founding and 
directing r&d at Intel Corporation, where he would 
eventually serve as ceo. 

In his publications and lectures, Moore developed 
an argument and made a prediction. His argument 
was that the silicon microchip could make electron-
ics profoundly better and, most importantly, cheaper. 
With this, he saw that electronics would pervade all 
facets of society with “revolutionary” consequences. 
His prediction was that this revolution would 
happen in a particular fashion: constant, dramatic 
change in the nature of microchips and the reduced 
cost of improved electronics that they represented.

Fairchild had achieved a breakthrough in the 
manufacturing technology for making transistors 
(electronic on-off switches, the basic building blocks 
of digital circuitry) that set the stage for its pioneer-
ing of the silicon microchip as we know it. Simply 
put, microchips are made by chemically printing tiny 
transistors onto a piece of silicon crystal, along with 
the interconnections and other components needed 
to form an entire electronic circuit. Conventional 
circuits of the day were, in contrast, made by wiring 
together individual components. 

Moore made several key contributions to this 
chemical printing technology at Fairchild and at 
Intel. The silicon microchip was created initially 
for military electronics where price was of little 
importance. More critical were considerations like 
miniaturization, power consumption, and reliability. 
Moore was perhaps the fi rst to realize that Fair-
child’s chemical printing approach to making the mi-
crochip meant that they would not only be smaller, 
more reliable, and use less power than conventional 
electronic circuits, but also that microchips would 
be cheaper to produce. In the early 1960s, the entire 
global semiconductor industry adopted Fairchild’s 
approach to making silicon microchips, and a mar-
ket emerged for them in military fi elds, particularly 
aerospace computing. 

By 1963, Moore saw that the possibility he 
had seen for the microchip had, in fact, come true. 
Fairchild’s simple digital microchips were cheaper 
to make than the set of individual components 
required to build the equivalent conventional circuit. 
The microchip had already become the cheapest 
form of digital electronics. As a scientist, Moore 
could see no fundamental barrier yet looming for 
the ongoing improvement of the chemical print-
ing technology that underlay integrated circuit 
production. With the required investment of effort 
and money, the technology could be engineered to 
chemically print ever-fi ner features with great fi del-
ity. With improved chemical printing, microchip 
makers would fi nd their best competitive advan-
tage by making microchips more complex; that is, 
containing larger numbers of transistors. And these 
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more complex digital microchips would represent 
profoundly cheaper electronics. 

In April 1965, Gordon Moore’s vision of this 
potential future reached its largest potential audi-
ence to date: the tens of thousands of readers of 
Electronics, a major weekly industry magazine. He 
wrote an article, “Cramming More Components 
onto Integrated Circuits,” presenting his view of 
the future of electronics and the microchip with a 
new twist: a numerical prediction. The view was, 
as always, about economics as much as technical 
possibility. He described how the chemical printing 
of microchips was, in effect, open-ended. If the in-
vestment were made, the technology would advance. 
Moore’s point was that such an ongoing investment 
would reward microchip makers handsomely. By 
shrinking transistors and putting more of them onto 
microchips, everything got better: More complex 
chips would enjoy cost and performance advantages. 
By making good electronics more inexpensive, its 
use would spread. He described a world that he 
subsequently helped make real: “Integrated circuits 
will lead to such wonders as home computers—or 
at least terminals connected to a central computer—
automatic controls for automobiles, and personal 
portable communications equipment.”1

To underscore his message, Moore made a numeri-
cal prediction. From Fairchild’s chemical printing 
breakthrough of 1959 into 1965, he observed that 
the number of transistors on chips had doubled 
every year, going from a single transistor to a micro-
chip containing around 50 transistors. To achieve 
the cheapest digital electronics, microchip makers 
had doubled the transistor count on their chips ev-
ery year. With nothing on the horizon to trip up the 
technology development or the economics, Moore 
predicted that this dynamic would continue for the 
coming decade to 1975. Microchip makers would 
continue to invest strongly in chemical printing tech-
nology, doubling transistor counts each year to get 
the best economic advantage, minimizing the cost 
of digital electronics. The microchip of 1975 would 
contain not 50, but rather 65,000 transistors.

There is little evidence that Moore’s 1965 article 
made much of a splash. However, some infl uential 
members of the electronics community, like Caltech 
electrical engineering professor Carver Mead, picked 
up Moore’s message and predictions, and helped 
to spread awareness of them. Most importantly, 
Moore was certain of his view and acted on it. At 
his second company, Intel, he led by example. The 
company pursued, with extraordinary success, 
cutting-edge chemical printing and highly complex 
microchips, fi rst for memory chips and then for 
microprocessors. In 1975, Moore—now Intel’s 
ceo—gave a talk that was quickly published. He re-
turned to his 1965 prediction and found that it had 
been fulfi lled. Transistor counts for microchips had 
indeed doubled every year. Microchips did contain 
65,000 transistors each. From a niche military prod-
uct, microchips had come to completely dominate in 
computing. Again, he could see no roadblocks to the 
continued development of chemical printing or to 
the economics of the microchip industry. However, 
Moore believed that the effort would become harder 
and more expensive. He predicted that in the com-
ing decade his “annual doubling law” would shift, 
doubling every year and a half, with the cheapest 
electronics of 1985 found in the form of microchips 
with 16 million transistors on them.

For the half-century from 1965 to 2015, this regu-
lar doubling of microchip complexity to minimize 
the cost of electronics and to maximize economic 
reward has been continually realized by the micro-
chip industry and its suppliers of materials, equip-
ment, software, and services. In a very direct sense, 
Moore’s Law has been the achievement of a wide 
community, a social production inspired by an imag-
ined future and an experienced past. The develop-
ment of chemical printing and the design of complex 
microchips have required many billions of dollars 
and the coordinated effort of hundreds of thousands 
of people. As the ongoing effort became more exten-
sive, social innovations were required: consortia like 
Sematech and the us darpa vlsi program, as well as 
technology roadmaps. Indeed, Moore himself was 
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instrumental in the creation of the fi rst National 
Technology Roadmap for Semiconductors with the 
Semiconductor Industry Association.

As the transistor count on microchips has climbed 
past the billion mark, the cost to manufacture a 
transistor has dropped below the nanodollar, and 
the transistor-on-a-microchip has become the object 
most manufactured by humanity. Estimates of the 
number of transistors produced in a single year now 
match, or exceed, estimates of the total number of 
all the grains of sand on all the world’s beaches. 
With computing devices made of microchips, the 
price of computing has fallen over a million-fold, 
while the cost of electronics has fallen a billion-fold. 
The microchip business has grown into a profi table, 
multibillion dollar industry.

Moore’s Law has been the deliberate human 
creation of an unusually regular pace of unusually 
rapid change in the cost and capability of electronics, 
most notably computing. It may be unprecedented 
in the history of technology. And this regularity of 
revolutionary change has become so commonplace, 
that many take it for granted. For decades it has 
been possible for system-makers and consumers to 
simply plan on the fact that computing and micro-
chips will become better for less at a steady rate. But 
this is changing. 

In the 2000s, Gordon Moore himself wrote about 
the end of Moore’s Law. “No exponential change 
continues forever,” he wrote, “not even the transis-
tor counts on silicon microchips.”2 On the techni-
cal side, he saw that the atom itself presented a 
fundamental barrier to chemical printing: It would 
be impossible to print something smaller. In 2015, 
some features of the transistors on microchips are 
already just tens of atoms thick. But it was the 
economic side of Moore’s Law, in its way the most 
social part of this community production, that he 
believed most likely to disrupt the dynamic. The 
expense of the chemical printing technology, now 
conducted in factories that cost several billion dol-
lars apiece, would change the economics and create 
uncertainty about the future of the microchip and, 

with it, computing. And it is precisely this uncertain-
ty that the electronics and computing communities 
are starting to discuss ever more widely. Some look 
with excitement to possibilities beyond the tradi-
tional, like novel computing architectures, quantum 
computing, and superconducting computers. Others 
look to exciting materials like carbon nanotubes 
and graphene. Still others see a longer run for the 
silicon microchip, with layers of transistors atop 
one another, or pulses of laser light interconnecting 
them. Moore himself sees the glass half-full in the 
eventual shift in the microchip dynamic: “But even 
if the doubling-times stretch in the future, the rate 
of progress in the semiconductor industry will far 
surpass that of nearly all other industries. It is truly 
a revolutionary technology!”3 

1 Gordon E. Moore, “Cramming More Components onto Integrated  

 Circuits,” Electronics, April 1965.

2 Gordon E. Moore, “No Exponential Is Forever: But ‘Forever’ Can  

 Be Delayed,”(paper presentation, ISSCC, February 9, 2003, 

 Session 1, Plenary 1).

3 Ibid.
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H OW  U N D E R S TA N D I N G  M O O R E ’ S 
L AW  M A D E  G O O G L E  P O S S I B L E

B Y  S T E V E N  L E V Y

Gordon Moore’s famous calculation of the gains in 

power and economy that would drive chip produc-
tion continues to have profound implications for 
every enterprise, no matter what the sector. But 
most of us have diffi culty grasping the full impact of 
what Moore has laid out. Our handicap is that we 
are laboring under the illusion that the impossible is 
impossible.

But those who truly understand Moore’s Law 
know its corollary: The impossible is the inevitable. 
Right after Moore’s prescient prognostication, 
anyone with a slide rule—or a Texas Instruments 
calculator—could have easily run some numbers and 
determined that within a generation there would 
be computational gains of a billion-fold or more. 
The much more diffi cult task would be to believe 
this, let alone fi guring out what it meant for rates of 
innovation, for businesses, and even for the human 
race. The nonlinear gains that Moore predicted are 
so mind-bending that it is no wonder that very few 
were able to bend their minds around it.   

But those who did would own the future. 
Case in point is Larry Page. From his birth in 1973, 

Larry Page was incubated in the growth light of 
Moore’s Law. His father and mother were computer 
scientists. He grew up on Michigan college campuses, 
never far from a computer center. He took for grant-
ed the dizzying gains in computation that would 
come. So he did not think twice about proposing 
schemes that exploited the effects of Moore’s Law, 
especially the big idea he had as a Stanford graduate 
student of dramatically improving search by taking 
advantage of the links of the World Wide Web. 

When his thesis professor noted that such a task 
meant capturing the whole web on Stanford’s lo-
cal servers, Page was unfazed. With a fi rm grip on 
how much more powerful and cheap tomorrow’s 
technology would be, he realized such a feat would 
eventually be relatively trivial; so would making the 
complicated mathematical analysis of those links, 
which would have to be done in well under a second.  
These would be written by Page’s partner, Sergey 
Brin, who shared Page’s comfort with the nonlinear 
effects of Moore’s Law. Both knew for the fi rst time 
in history, the massive computation required to ana-
lyze all those links was within the grasp of grad stu-
dents. Thus, by recognizing the “new possible,” Page 
and Brin were about to do what once was impos-
sible—instantly comb through all of human knowl-
edge to answer even the most obscure question.

In interviews, including those I conducted with 
him while writing In the Plex, my biography of 
Google, Page has outlined what might be known as 
his own variation on Moore’s Law:   

Huge acceleration in computer power and memory

 + rapid drop in cost of same 

 = no excuse for not pursuing wildly ambitious goals

Companies that develop products for the world 
in its present state are doomed for failure, he says. 
Successful products are created to take advantage of 
tools and infrastructures of the future. When Google 
whiteboards new products, it assumes they will be 
powered by technologies that don’t exist yet, or do 
currently exist but are prohibitively expensive. It is 
a safe bet that in a very short period of time, new 
technologies will exist and the cost of memory, com-

Close-up of the 

Google Server Rack
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putation, and transit will fall dramatically. In fact, 
Moore’s Law (and similar phenomena in storage 
and fi ber optics) means that you could bet the house 
on it. “The easiest thing is to do some incremental 
improvements,” says Page. “But that’s guaranteed 
to be obsolete over time, especially when it comes to 
technology.”  

A clear example of this came in 2004 when 
Google announced Gmail, its web-based email 
product. It was not the fi rst entry in the category. 
But the competitors offered very limited storage. 
The most popular product at the time, Microsoft’s 
Hotmail, gave users 2 megabytes of free storage. 
Users constantly had to pare down their inboxes. 
Gmail gave users a gigabyte of storage—fi ve hun-
dred times the industry standard. (It soon doubled 
the amount to 2 gigs.) At the time, it was so unusual 
that when Gmail was announced on April 1 of that 
year, many people regarded it as a prank—how can 
you give away a gigabyte of data? Indeed, in 2004, 
the outlay of such ram storage to millions of users 
drained Google’s resources. Yes, it was costly. But 
only temporarily. As Page says, “That’s worked out 
pretty well for us.” 

When Page takes meetings with Google’s employ-
ees, he relentlessly badgers them for not proposing 
more ambitious ideas. Much worse than failure is 
failing to think big.  

Earlier, Steve Jobs of Apple had a similar conun-
drum when releasing the Macintosh. The problem 
was that in 1984, technology was not ready for 
the computer his team had designed. To provide a 
satisfactory user experience, the Macintosh required 
at least a megabyte of internal memory, a hard disk 
drive, and a processor several times speedier than 
the Motorola 68000 chip that drove the original. 
Jobs knew that Moore’s Law would provide help 
soon and wanted to initially sell the Macintosh at a 
money-losing $2,000 to grab the market share. But 
his bosses at Apple did not understand that setting a 
low price would only mean losses temporarily—the 
company would soon be paying less for much more 
powerful chips. Indeed, in a few years the Macin-
tosh had all the power and storage it needed—but 
had lost the market momentum to Microsoft.    

Ray Kurzweil, the great inventor and artifi cial 
intelligence pioneer now at Google, has a theory 
about those who are best suited to create ground-
breaking products. The common wisdom, he says, is 
that one cannot predict the future. Kurzweil insisted 
that, because of Moore’s Law and other yardsticks 
of improvement, you can predict the future. Maybe 

not enough to tell if a specifi c idea will succeed, but 
certainly well enough to understand what resources 
might be available in a few years. “The world will 
be a very different place by the time you fi nish a 
project,” he told me in an interview a couple of 
years back. 

The problem, explains Kurzweill, is that so few 
people have internalized that reality. Our brains 
haven’t yet evolved in sync with the reality that 
Moore identifi ed. “Hardwired in our brains are 
linear expectations because that worked very well a 
thousand years ago, tracking an animal in the wild,” 
he says. “Some people, though, can readily accept 
this exponential perspective when you show them 
the evidence.” The other element, he adds, is the 
courage required to act on that evidence. Accepting 
Moore’s Law means understanding what was once 
impossible is now within our grasp—and leads to 
ideas that may seem on fi rst blush outlandish. So 
courage is required to resist that ridicule that often 
comes from proposing such schemes. 

For the past few years, critics both in and out 
of Silicon Valley have been griping about what I 
call the “Jetson Gap.” The critique is embodied in 
venture capitalist Peter Thiel’s charge, “We were 
promised fl ying cars and instead what we got was 
140 characters.” But fl ying cars are rather tame com-
pared to the fantastic inventions we now use every 
day: a search engine that answers our most chal-
lenging questions answered in less than a second; a 
network of a billion people sharing personal news 
and pointers to news and gossip; and a palmtop 
computer that, among other things, can beam live 
video to the world and have a conversation with you.  

Those who understood Moore’s Law had the for-
titude to make such advances. And more people are 
catching on. A generation raised on Google thinking 
is now working on new inventions, new systems, 
and new business plans. Businesses in virtually every 
sector are being challenged—and in some cases shut 
down—by young entrepreneurs applying Moore’s 
Law. (Call it the “Uberization” of everything.) It’s 
quite probable that on someone’s drawing board 
right now is a project that will change our lives and 
earn billions—but is a funding challenge because the 
pitch sounds, well, crazy.

But as Page told me in 2012: “If you’re not 
doing some things that are crazy, you’re doing the 
wrong thing.”

Moore’s Law guarantees it. 

All quotes, unless cited otherwise, were gathered during Levy’s 

research of In the Plex or subsequent reporting.

Google CEO and co-founder Larry 

page and co-founder Sergey Brin.
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T R A N S C E N D I N G  M O O R E ’ S  L AW
TO  F O R G E  T H E  F U T U R E

B Y  S T E V E  J U R V E T S O N

Moore’s Law is both a prediction and an abstraction. 

The popular perception of Moore’s Law is that 
computer chips are compounding in their complex-
ity at a near constant per unit cost. This is one of 
the many abstractions of Moore’s Law, and it relates 
to the compounding of transistor density in two 
dimensions. Other abstractions relate to speed (the 
signals have less distance to travel) or computation-
al power (speed x density).

Unless you work for a chip company and focus 
on fab-yield optimization, you do not care about 
the transistor counts that Gordon Moore originally 
wrote about. Integrated circuit customers do not 
buy transistors. Consumers of technology purchase 
computational speed and data storage density. 
When recast in these terms that matter to customers, 
Moore’s Law is no longer a transistor-centric metric, 
and this abstraction allows for longer-term analysis.

And more profoundly, what Moore observed in 
the belly of the early ic industry was a derivative 
metric, a refracted signal from a longer-term trend, a 
trend that begs various philosophical questions and 
predicts mind-bending futures.

Humanity’s Compounding Capacity to Compute

Ray Kurzweil’s abstraction of Moore’s Law shows 
computational power on a logarithmic scale (oppo-
site page) and fi nds a double exponential curve that 
holds over 110 years! A straight line would repre-
sent a geometrically compounding curve of progress. 

Through fi ve paradigm shifts—such as electro-
mechanical calculators and vacuum tube comput-
ers—the computational power that $1,000 buys has 
doubled every two years. For the past 30 years, it 
has been doubling every year.

Each dot is the frontier of computational price 
performance of the day. One machine was used 
in the 1890 Census; one cracked the Nazi Enigma 
cipher in World War ii; one predicted Eisenhower’s 
win in the 1956 presidential election. Many of them 
can be seen in the Museum.

Each dot represents a human drama. Prior to 
Moore’s seminal paper in 1965, which predicted the 
future of integrated electronics and later became 
known as Moore’s Law, none of these machines 
even knew they were on a predictive curve. Each 
dot represents an attempt to build the best com-
puter with the tools of the day. Of course, we use 
these computers to make better design software 
and manufacturing control algorithms. And so the 
progress continues.

Notice that the pace of innovation is exogenous 
to the economy. The Great Depression and the 
World Wars and various recessions do not introduce 
a meaningful change in the long-term trajectory of 
Moore’s Law. Certainly, the adoption rates, rev-
enues, profi ts, and economic fates of the computer 
companies behind the various dots on the graph 
may go through wild oscillations, but the long-term 
trend emerges nevertheless.

Any one technology, such as the cmos (comple-
mentary metal oxide semiconductor) transistor, fol-
lows an elongated S-shaped curve of slow progress 
during initial development, upward progress during 
a rapid adoption phase, and then slower growth 
from market saturation over time. But a more 
generalized capability, such as computation, storage, 
or bandwidth, tends to follow a pure exponential 
curve—bridging across a variety of technologies and 
their cascade of S-curves.  
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In the modern era of accelerating change in the 
tech industry, it is hard to fi nd even fi ve-year trends 
with any predictive value, let alone trends that span 
the centuries. I would go further and assert that this 
is the most important graph ever conceived.

Why This Is the Most Important Graph in 

Human History

A large and growing set of industries depends on 
continued exponential cost declines in computa-
tional power and storage density. Moore’s Law 
drives electronics, communications, and computers 
and has become a primary driver in drug discov-
ery, biotech and bioinformatics, medical imaging, 
and diagnostics. As Moore’s Law crosses critical 
thresholds, a formerly lab science of trial-and-error 
experimentation becomes a simulation science, and 
the pace of progress accelerates dramatically, creat-
ing opportunities for new entrants in new industries. 
Boeing used to rely on the wind tunnels to test novel 
aircraft design performance. Ever since cfd (compu-
tational fl uid dynamics) modeling became powerful 
enough, design moves to the rapid pace of iterative 
simulations, and the nearby wind tunnels of nasa 
Ames lie fallow. Engineers can iterate at a rapid rate 
while simply sitting at their desks. 

Every industry on our planet is going to become 
an information business. Consider agriculture. If 
you ask a farmer in 20 years’ time about how they 
compete, it will depend on how they use informa-
tion, from satellite imagery driving robotic fi eld 
optimization to the genetic code in their seeds. It 
will have nothing to do with workmanship or labor. 
That will eventually percolate through every indus-
try as it innervates the economy.

Nonlinear shifts in the marketplace are also es-
sential for entrepreneurship and meaningful change. 
Technology’s exponential pace of progress has been 
the primary juggernaut of perpetual market disrup-
tion, spawning wave after wave of opportunities for 
new companies. Without disruption, entrepreneurs 
would not exist. 

Moore’s Law is not just exogenous to the econo-
my; it is why we have economic growth and an ac-
celerating pace of progress. At our investment fi rm, 
Draper Fisher Jurvetson, we see this in the growing 
diversity and global impact of the entrepreneurial 

ideas that we see each year. The industries impacted 
by the current wave of tech entrepreneurs are more 
diverse and an order of magnitude larger than those 
of the 1990s—from automobiles and aerospace to 
energy and chemicals.

At the cutting edge of computational capture is bi-
ology; we are actively reengineering the information 
systems of biology and creating synthetic microbes 
whose dna is manufactured from bare computer 
code and an organic chemistry printer. But what to 
build? So far, we largely copy large tracts of code 
from nature. But the question spans across all the 
complex systems that we might wish to build, from 
cities to designer microbes to computer intelligence.

Reengineering Engineering

As these systems transcend human comprehension, 
we will shift from traditional engineering to evolu-
tionary algorithms and iterative learning algorithms 
like deep learning and machine learning. While 
these techniques are powerful, the locus of learning 
shifts from the artifacts themselves to the process 
that created them. It is more analogous to parenting 
than traditional engineering.

Unfortunately, the complex artifacts created by an 
iterative algorithm are inscrutable, like the human 
brain—a black box defi ned by its interfaces. There 
is no mathematical shortcut for the decomposition 
of a neural network or genetic program, no way to 

“reverse evolve” with the ease that we can reverse 
engineer the artifacts of purposeful design. The 
beauty of compounding iterative algorithms (evolu-
tion, fractals, organic growth, art) derives from their 
irreducibility. And it empowers us to design complex 
systems that exceed human understanding, which 
we increasingly need to do at the cutting edge of 
software engineering and microbial engineering. For 
example, these processes present a plausible path to 
artifi cial intelligence. 

Consider machine learning and the latest de-
velopments in deep learning that have achieved 
super-human performance: computer vision, speech 
recognition, and diverse diagnostics across medicine, 
fi nance, and networking. Deep learning algorithms 
consists of neural networks—layers of synthetic neu-
rons with inputs, outputs, and many hidden layers. 
These hidden layers contain hierarchies of abstract 
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representations of the data inputs, analogous to how 
the human brain builds internal abstract representa-
tions of the real world over many iterative exposures. 

The most exciting aspect of neural networks and 
deep learning is that it encompasses a “process 
innovation,” completely changing the paradigm of 
software engineering. Computers no longer have to 
be provided instructions to accomplish tasks. They 
can make inductive inferences based on training 
data with limited human interaction. These ad-
vances were possible due to massive amounts of 
training data, cheap compute power, and powerful 
yet simple algorithms inspired by the brain.  

While the model of artifi cial neural networks may 
be biologically inspired, there is still much progress 
to be made to achieve parity with the complexities 
of the human brain. The 2012 Google Brain Project 
on deep learning that discovered cats in YouTube 
videos without explicit labeling used 16,000 com-
pute cores with one billion connections (synapses).1 
Humans have 100 trillion synapses, and while a 
100,000x difference may seem daunting, it is sur-
passed by 17 doublings of Moore’s Law. And many 
interesting products may ensue along the way, with 
intelligent systems that fall short of the somewhat 
arbitrary human benchmark.

Danny Hillis summarizes succinctly in the conclu-
sion from his programming primer The Pattern 
on the Stone: “We will not engineer an artifi cial 
intelligence; rather we will set up the right condi-
tions under which an intelligence can emerge. The 
greatest achievement of our technology may well 
be creation of tools that allow us to go beyond 
engineering—that allow us to create more than we 
can understand.”

Why Does Progress Perpetually Accelerate?

All new technologies are combinations of technolo-
gies that already exist. Innovation does not occur in 
a vacuum; it is a combination of ideas from before. 
In any academic fi eld, the advances today are built 
on a large edifi ce of history. This is why major in-
novations tend to be “ripe” and tend to be discov-
ered at nearly the same time by multiple people. The 
compounding of ideas is the foundation of progress, 
something that was not so evident to the casual 
observer before the age of science. Science tuned the 

process parameters for innovation and became the 
best method for a culture to learn.

From this conceptual base comes the origin of 
economic growth and acceleration of technological 
change, as the combinatorial explosion of possible 
idea pairings grows exponentially as new ideas 
come into the mix (on the order of 2^n of possible 
groupings, per Reed’s Law). It explains the innova-
tive power of urbanization and networked globaliza-
tion. And it explains why interdisciplinary ideas are 
so powerfully disruptive; it is like the differential 
immunity of epidemiology, whereby islands of cog-
nitive isolation (for example, academic disciplines) 
are vulnerable to disruptive memes hopping across 
them, much like South America was to smallpox 
from Cortés and the Conquistadors. If disruption 
is what you seek, cognitive island-hopping is a 
good place to start, mining the interstices between 
academic disciplines.

It is the combinatorial explosion of possible in-
novation pairings that creates economic growth, and 
it’s about to go into overdrive. In recent years, we 
have begun to see the global innovation effects of a 
new factor: the Internet. People can exchange ideas 
like never before. Long ago, people were not com-
municating across continents; ideas were partitioned, 
and so the success of nations and regions pivoted on 
their own innovations. Richard Dawkins states that 
in biology it is genes that really matter, and we as 
people are just vessels for the conveyance of genes.2 
It’s the same with ideas or “memes.” We are the 
vessels that hold and communicate ideas, and now 
that pool of ideas percolates on a global basis more 
rapidly than ever before.

In the next six years, three billion minds will come 
online for the fi rst time to join this global conversation 
(via inexpensive smartphones in the developing world). 
This rapid infl ux of three billion people to the global 
economy is unprecedented in human history and so, 
too, will the pace of idea pairings and progress.

We live in interesting times, at the cusp of the 
frontiers of the unknown and breathtaking advanc-
es. But, it should always feel that way, engendering a 
perpetual sense of future shock. 

1 http://research.google.com/pubs/pub38115.html.
2 http://en.wikipedia.org/wiki/The_Selfi sh_Gene
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Women in the history of computing are a rare breed. 

Although recently historians have sought to illumi-
nate and reclaim the often hidden roles women have 
played in the development of the modern computer, 
in some sense the lack of women in traditional 
narratives of computing is the story. Why is this so? 
The reasons are even more complex today, but at 
least women now have a chance of becoming engi-
neers, scientists, or programmers. For much of the 
story of computing, women were virtually invisible 
to their male counterparts and were usually given 
menial tasks that were often repetitive and boring—
with no hope of advancement into more senior roles.

How exciting then to discover a woman who not 
only participated in the computer revolution as a 
technical contributor, but who also founded and led 
a highly successful computer company of her own.

That woman is Evelyn Berezin. You have probably 
never heard of her, but her story is fascinating and 
a rare example of a woman succeeding in a heavily 
male-dominated industry.

Berezin was born in the Bronx in 1925, about a 
mile away from the famous Bronx Zoo. Her parents 
were poor Russian immigrants who fl ed to the us in 
search of a better life. Her upbringing was that of 
a poor but hardworking Jewish immigrant fam-
ily who barely made ends meet and who shared 
their 440-square-foot apartment among six people. 
Berezin excelled in school, studying liberal arts at 
the all-girls Hunter College before deciding that 
she wanted to study physics, which Hunter did not 
teach at the time. 

America’s participation in World War II began 
with the attack on Pearl Harbor on December 7, 
1941. Even before then, war clouds were clearly 
on the horizon, and it was widely assumed that 
American men would soon be leaving to serve in the 
armed forces. Because there would eventually be 
fewer men at universities, both public and private 
universities throughout the city chose fewer but spe-
cifi c fi elds of study to support so they could cut the 
number of classes as their students left for military 

service. Anyone who went to one of these schools 
in the city could take classes anywhere in the city, 
and Berezin went to all of them for free. “It was a 
blessing for me because I could use the availability 
of those schools to study mathematics and phys-
ics.” Berezin was 15 when she started university; she 
worked as a technical assistant at the International 
Printing Ink Company at the same time.

After graduating from nyu in 1945, she began 
graduate work at New York University (nyu) in 
physics under an Atomic Energy Commission fel-
lowship, studying mesons in a handmade cloud 
chamber on the roof of an nyu building. She 
remembers handling radioactive compounds quite 
casually, since radiation’s effects were generally not 
well understood and safety precautions were almost 
nonexistent. She started her graduate school classes 
on the day of the Hiroshima explosion, August 6, 
1945, in a class on nuclear physics.

It was in 1951 that she began to look for a job. 
Due to government cutbacks in the recruitment of 
physicists, which had seemed so essential to national 
security only a few years earlier, Berezin’s graduate 
advisor suggested she consider other opportunities. 
Berezin recalls: “I went to a headhunter who was 
despondent about the lack of jobs he could fi nd for 
people. And I said, ‘Have you heard of any jobs in 
computers?’ I have no idea of where I knew about 
computers. And he said to me, ‘I never heard of 
computers, but this morning I got a phone call from 
somebody in Brooklyn who’s looking for people for 
a computer company.’”

Berezin went over to the new company—Elec-
tronic Computer Corporation (also known as 
Elecom)—and, after a test of her abilities, was hired 
as their logic designer. This alone was remarkable as 
such work was considered a man’s job even at this 
early stage in which only a handful of people had 
ever worked on computers at all. 

 After designing several computer systems at 
Elecom, including one for the us Army’s Aberdeen 
Proving Ground and another for Fortune magazine’s 
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subscription system, the company was acquired in 
1957 by the Underwood Typewriter Company. Sadly, 
the fi rm went bankrupt shortly thereafter. Berezin 
was quickly hired by Teleregister, a well-established 
systems company that provided equipment for the 
New York Stock Exchange (nyse) “main board” 
and also provided equipment and information 
around the country to subscribers of its service. 
Teleregister’s technology was relay-based; huge ar-
rays of custom-designed switching circuits provided 
the nervous system of their products. Wanting to 
update their technology, they asked Berezin to train 
their 10 existing relay logic designers in the new 
technologies of digital logic and computing. Telereg-
ister was brought into the electronic era and quickly 
designed several important computing systems, 
including the largest online, real-time, country-wide 
system in existence at that time (1962), a passenger 
reservation system for United Airlines.

Commuting several hours each day to and from 
Teleregister headquarters in Stamford, Connecti-
cut, Berezin decided to try a new job and got an 
interview courtesy of her current Teleregister boss. 
The job was to update the nyse’s main board with 
computer technology. Berezin was certainly qualifi ed 
but, sadly, the nyse board of directors vetoed the de-
cision to hire her, allegedly concerned that the salty 
language of the trading fl oor might be offensive to 
her. “At the time, I was probably one of two people 
in the world who knew how to design a machine 
for them. I was really just stunned,” Berezin recalls. 

“And my contact was so sorry to say this, and he 
said to me, ‘The board said that you’re a woman, 
you’d have to be on the stock market fl oor from 
time to time. And the language of the fl oor is not 
for a woman’s ears.’ I had worked in laboratories all 
my life. I had seen practically naked men working 
inside these enormous hot machines and had heard 
every epithet known to man or woman. What in the 
world was he talking about? But there was no way I 
could get back to them.” 

Berezin speaks of a similar example of chauvinism 
in the experience of a friend, Marian, working at 
General Electric: “She was in the ladies’ room with 
the other woman who worked there, and the other 
woman told her, I got a raise of $3 a week. And 
Marian was really frightened because she thought 
she had done something wrong. And so she went to 
the head of the department, and she told him that 
she had heard that this other woman had received 
$3 and she only got a $2-a-week raise. She [Marian] 
didn’t understand—had she done something wrong? 

She would like to know because she wanted to do 
the right thing. ‘Oh, no,’ the supervisor said, ‘it’s 
because she’s a blonde.’”

After the stock exchange disappointment, Berezin 
started work at Digitronics, a start-up founded by 
former Elecom employees. Digitronics designed 
and built special-purpose systems that included 
computers. One system was used for racetrack bet-
ting, not unlike the work of Teleregister in some of 
its basic concepts. At this time, Berezin had been 
running logic design departments for over a decade 
and came to realize that she would never ascend to 
higher levels in any company not run by herself. 

Encouraged by friends, she started her own com-
pany, Redactron Corporation, to make word proces-
sors. ibm had not yet entered the market beyond its 
cumbersome Magnetic Tape Selectric Typewriter 
(mt/st), which did not use digital electronic tech-
niques, and Berezin saw an opportunity to be fi rst. 
Redactron did very well with Berezin as founder and 
ceo, eventually growing to just under 500 employ-
ees and selling their machines across the us, Europe, 
and Australia. Redactron was also the fi rst company 
to build a custom mos central processing unit (cpu) 
using integrated circuits, reducing the Redactron 
design to just 13 chips in September of 1971. After 
weathering the tough economic recession of the 
early 1970s, including shouldering the burden of 
customers who insisted on leasing their machines, 
Redactron was bought by computing giant Bur-
roughs Corporation.

Berezin worked at Burroughs for a short time and 
then left after disagreements about the direction of 
the company and its plans for Redactron. Since that 
time, Berezin has served on large company boards, 
as well as the boards of a number of start-up com-
panies, and has been involved with a program that 
helps women get the training they need to start their 
own companies. Now 89 years old, Berezin remains 
actively involved in life. 

As we look for examples of women in computing 
to draw inspiration from, Berezin reminds us that 
perseverance in the face of prejudice is a powerful 
force that can overcome life’s trials. Her attitude, I 
believe, can be nicely summarized by writer Marga-
ret Sanger: “Woman must not accept; she must chal-
lenge. She must not be awed by that which has been 
built up around her; she must reverence that woman 
in her which struggles for expression.”   

All quotes, unless cited otherwise, are from Evelyn Berezin’s oral 

history, conducted by Gardner Hendrie for the Computer History 

Museum on March 10, 2014.

Remarkable person and 

Musuem 2015 Fellow Award 

Honoree Evelyn Berezin in 

1974  when she was CEO of 

Redactron.
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In the Valley of Legends, Silicon 

Valley, there are few who stand 
taller than Arthur Rock and Gor-
don Moore. Rock and Moore’s 
friendship goes back to 1957. 
Moore was one of the “traitor-
ous eight” who had left Shock-
ley Semiconductor looking to 
start their own operation. Rock 
was the one who arranged the 
fi nancing for this group to found 
Fairchild Semiconductor in 1957.

Arthur Rock can truly be called 
one of the fathers of modern 
venture capital—the engine that 
has fueled the 
technological explosion centered 
on Silicon Valley. 

Gordon Moore was an early 
employee of Shockley Semicon-
ductor and a founder of Fairchild 
Semiconductor. A decade later, 
Moore joined Robert Noyce 
to found Intel. He was also the 
mind behind Moore’s Law, which 
has been the driving force in the 
advance of electronics for over 
fi ve decades. 

Rock and Moore recently sat 
down with the Museum’s John 
Hollar and Douglas Fairbairn to 
discuss the early days of venture 
capital and the founding of Intel. 

Hollar: Gordon, if I could start 
with you, I want to ask you, spe-
cifi cally, about the circumstances 
that gave rise to the idea that 
you and Bob Noyce would leave 
Fairchild and form your own 
company. 

Moore: It was a complicated 
combination of factors that made 
it happen. Fairchild was go-
ing through a top management 
change looking on the outside 
for a new ceo. Bob was the logi-
cal internal candidate and they 
were clearly passing him over. 
So he was interested in another 
opportunity. 

When I heard he was going to 
leave, I said, OK, I’ll come along, 
too. And I told him earlier that I 
saw the fi rst opportunity I’d seen 
in years that I would consider big 
enough to start a new company 
with semiconductor memory. 
With that idea and with the push 
we had from Fairchild manage-
ment, we decided to start all over 
again. 

Hollar: Was it an intimidating 
idea to think that the two of you 
would leave Fairchild? 

Moore: Not especially. We be-
longed to the culture of the Valley 
that failure is something that, 
if it happens to occur, you can 
start all over again. There’s 
no stigma attached to being a 
failure. And we had had enough 
success at Fairchild. We were 
reasonably confi dent we knew 
what we were doing. 

Hollar: What was it about the 
semiconductor memory opportu-
nity that you felt was worth 
all this? 

Moore: It was the one use of in-
tegrated circuits where it looked 
like you could make something 
complex that we used in large 

volume. The trouble the industry 
was running into was anything 
that got complex tended to 
become unique. And there wasn’t 
enough of them to spread all the 
design effort across. But memory 
was a universal function in all 
digital systems. And it looked 
like one could actually make a 
standard product and develop a 
fair business on it. 

Hollar [to Rock]: What was the 
nature of your conversation with 
them [Noyce and Moore] during 
those years before this? 

Rock: It was a friendship. We 
went hiking together and climb-
ing and skiing. It wasn’t about 
the company. But they knew that 
I was there and, I guess, thought 
highly enough of me to continue 
the friendship. 

Hollar: And then were you aware 
that Gordon and Bob were hav-
ing these thoughts? 

Rock: Not until Bob called me. 

Hollar: Do you remember that 
conversation? 

Rock: I do, indeed. It wasn’t 
much of a conversation. Bob 
called me and said they wanted to 
do it and I said I’m in. And that 
was that. 

Moore: It had to have been the 
easiest fi nancing of a start-up, I 
think, that has occurred in Silicon 
Valley. 

Hollar: So talk about how that 
happened, Arthur. From that 
moment when you talked to Bob, 
what were the next steps? 
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Rock: I asked them how much 
money do you need? $2.5 million. 
How much are you willing to 
invest? $250,000. And then we 
talked about what percent of the 
company should go to the inves-
tors and fi gured that out. It was 
done within 10 or 15 minutes. 

Hollar: Were you surprised, Gor-
don, at how short an amount of 
time it took to raise the money 
for Intel? 

Moore: Not especially. I knew 
Arthur was someone who could 
make a decision in a hurry. And 
he did. 

Hollar: How quickly did things 
move after this initial conversa-
tion? 

Rock: This was days before elec-
tronic communication. So it took 
me about a day and a half to call 
the people I thought would be 
interested and get yeses. 

Hollar: Were you attracted to 
Arthur, specifi cally, Gordon, as 
the person to do this? 

Moore: Well, we knew him. We 
knew what he had done in the 
past. So it was certainly the one 
place we would think of going. 
And it worked out fi ne. 

Hollar: Were you talking to Gor-
don and Bob about the specifi c 
opportunity that they saw? 

Rock: No. 

Hollar: Did that come later? 

Rock: In the 15-minute conver-
sation, they told me what they 
wanted to do. And I said, gee, 
that sounds great. 

Hollar: There was a famous one- 
page proposal, wasn’t there?—
that was drafted to explain what 
the nature—

Rock: It was three pages, double-
spaced. Some of the investors 
wanted to have something in their 
fi les. So I wrote this three-page 
double-spaced memo. It didn’t 
say anything. 

Moore: I didn’t realize you had 
written it. I thought Bob did. 

Rock: No, I did. I think Bob 
would have been more specifi c. 

Moore: Probably. It was rather 
nebulous what we were gonna do. 

Hollar: So what were the fi rst 
steps then, Gordon, that you and 
Bob took to start the business? 

Moore: Hiring. At that time, we 
had to get to a critical mass to 
do the things that were necessary 
to get a product out. So we were 
incorporated on July 18. And 
our goal was to be to about 100 
employees by the end of the year. 
And we started right away. 

I told Andy Grove I was going 
to leave. He said, I want to come 
along. That was recruiting there. 
And we tried to select young, 
high- potential people from vari-
ous places in the industry hoping 
they could grow with their jobs. 

Fairbairn: Did you have a specifi c 
product in mind? 

Moore: Well, semiconductor 
memory. And we went after that 
with three different technological 
approaches. I refer to it now as 
our “Goldilocks Strategy.” 

One was too easy. It was a 
variation on the theme of the 
technology that was being used 
to make simple circuits. And well, 
we got product out. In fact, our 
fi rst product was—the people 
who had been making the logic 
circuits could copy it pretty rapid-
ly. So we didn’t have an advan-
tage. One was too hard in that we 
didn’t have the technology well 
enough developed. We would 
probably have gone broke if that 
had been our only approach. 

But one of them, by fortune 
and accident, was just diffi cult 
enough. When we were focusing 
on it, we could get by the two or 
three rather serious problems that 
had to be solved. But we ended 
up, then, with a monopoly of 
about seven years before anybody 
else got over on the silicon gate 
mos transistor structure that we 
were using. 

So it really worked out beauti-
fully. Luck plays a signifi cant role 
in these things. It was just a very 
lucky choice. 

Fairbairn: What was that Goldi-
locks product—the middle one? 

Moore: It was a technology—
the silicon gate mos. Individual 
transistors had been made. 
But nobody had tried to make 
a production technology out of 
it before. We drove in that 
direction.   
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HONEYWELL RABBIT SCULPTURE

CHM#: 102741002  

DATE: ca. 1965

DONOR: Gift of Richard “Dick” Pantano

The Honeywell sculptures—referred to internally 
by the company’s advertising fi rm bbdo as “Mor-
rie’s menagerie” after its director, Morris Dett-
man—were featured in one of Honeywell’s most 
successful and innovative ad campaigns. The 
sculptures are unique in that they were construct-
ed almost entirely of computer components. The 
Rabbit sculpture is composed of resistors. Before 
personal computers became fi xture in homes, the 
sculptures and the advertisements they starred in 
exposed the public to the enigmatic, inner world 
of the computer. As Honeywell was striving to 
compete against ibm’s powerful and monolithic 
sales force, some of the ads where the Rabbit was 
showcased ran with the tag line “How Honey-
well keeps a jump ahead.” The campaign in its 
entirety spanned 15 years, from 1964 to 1978.

The 100-plus creations were modeled after ani-
mals, biplanes, and racing cars—even a chess set 
was among the many highlights of the campaign. 
Repeatedly featured in BusinessWeek magazine 
during its initial three-year run from 1964 to 
1967, the Honeywell animals were consistently 
among the highest scoring advertisements accord-
ing to in-house BusinessWeek rating metrics. 

The Rabbit’s donor, Dick Pantano, was a 
concept creator and art director for the advertise-
ments. Sculptor Ralph Moxcey fabricated the 
Rabbit, which now joins a growing assortment of 
these unique sculptures in the Museum’s Perma-
nent Collection. 

RECENT ARTIFACT DONATIONS
R A B B I T S ,  R E A D E R S ,  A N D  R E DA C T R O N S

B Y  A L E X  L U X
R E S E A R C H  A S S I S TA N T
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CHM#: X7198.2014

DATE: 2005

DONOR: Gift of Amazon

Although several e-Book readers were available 
by the late 1990s, they did not attract mass audi-
ences until the latter half of the 2000s—around the 
time that the Amazon Kindle was introduced. This 
donation from Amazon includes some of the earliest 
prototypes from Project Fiona, the name used for 
the original Kindle project at Amazon’s Silicon 
Valley r&d campus, Lab126. Gregg Zehr, president 
of Lab126, helped facilitate the transfer of this 
donation to the Museum. Included in this dona-
tion are unused industrial design concepts, the fi nal 
Kindle product design and cover, and designs for 
consumer packaging. The Kindle was fi rst intro-
duced in 2007 after two years of development and 
initially sold for $399 amid intense hype. With all 
of the fanfare surrounding its release, Kindles sold 
out in less than a day and were out of stock for the 
next several months.  

The next iteration of the device, the Kindle 2, 
was released in 2009 and was originally available 
for $359. In September 2011, the Kindle Fire was 
announced and became available to consumers on 
November 15, 2011, a date noted for being one of 
Amazon’s busiest Kindle-ordering days on record. By 
the end of 2013, 44 million Kindles had been sold. 

The lcd screen of the prototype, pictured here, 
shows an image of M.C. Escher’s drawing Ascending 
and Descending and was last refreshed in 2005. 

AMAZON KINDLE, PROJECT FIONA PROTOTYPE UNITS
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REDACTRON WORD PROCESSOR

CHM#: X7189.2014  

DATE: ca. 1971

DONOR: Gift of Gwyn Headley

The Redactron word processor served as an auto-
matic typewriter system capable of editing docu-
ments and saving written work to either magnetic 
cards or magnetic tape cassettes, depending on 
the model. These magnetic storage devices reduced 
workloads and allowed typists to make revisions, 
additions, or deletions without having to retype 
unchanged text. 

The Redactron system in this donation was 
purchased in 1979 by the London-based Headley 
Plachta Rolfe. Its magnetic memory stored press 
contacts, and according to the artifact donor, 
it could easily generate and print over 300 letters 
per day, including adding personal touches like, 

“Fancy a drink, George?” With these features, 
the Redactron served as an effi cient, automated 
composition tool.

Founded by Evelyn Berezin, the Redactron 
Corporation started manufacturing its signature 
systems in September of 1971, but the company 
was later sold to Burroughs. After Redactron, 
Berezin became involved in venture capital and 
served on several high-profi le boards. She is a 2011 
inductee into the Women in Technology Interna-
tional Hall of Fame and a 2015 Museum Fellow. 
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The Computer History Museum is undertaking a new 

and groundbreaking collaboration with San Jose-
based Cisco Systems, Inc. to preserve its three-
decade history. The newly established Cisco Archive 
will document, preserve, and reveal Cisco’s signifi -
cant role in shaping the Internet and becoming the 
worldwide leader in networking. 

Cisco, named after San Francisco, was founded 
in 1984 by computer technologists Len Bosack and 
Sandy Lerner. They envisioned disparate networks 
that talked to each other and shared information 
reliably. To experiment with connecting detached 
computer networks, Bosack and Lerner ran net-
work cables between two different buildings on the 
Stanford University campus, connecting them fi rst 
with bridges and then routers. But for the networks 
to be truly interconnected, a technology had to 
be invented that could deal with the varied local 
area protocols. With that idea, the multiprotocol 
router was born. 

MUSEUM AND CISCO 
COLLABORATE TO BUILD 
CORPORATE ARCHIVE

D O N O R
P R O F I L E

Generous contributions 

from individuals like you 

support our work in collec-

tions, exhibit development, 

and educational program-

ming. We strive to foster 

greater understanding of 

the computing revolution’s 

worldwide impact on the 

human experience. Please 

help us tell the fascinating 

stories of the Information 

Age by making a gift today. 

For more information, 

go to computerhistory.org/

contribute/.

B Y  PA U L A  J A B L O N E R
D I R E C TO R ,  C I S C O  A R C H I V E

“We are very pleased that Museum involvement 
will provide gravitas to the Cisco Archive endeavor 
by tapping into their extensive archival and curato-
rial expertise,” says Museum Trustee and Cisco 
Senior Vice President Don Proctor. “Correspond-
ingly, by generously supporting the Museum we are 
making a commitment to preserving the broader 
and unparalleled history of Silicon Valley.” 

The Cisco Archive has already collected original 
router software documentation, fi rst generation 
routers, and a variety of ephemera. The Archive is 
actively working with Cisco’s Marketing and Brand-
ing team, in search of more Cisco history and aiding 
a concurrent oral history project. 

This collaboration is exceptional. We are unaware 
of any other collaboration between a business and 
nonprofi t to found a corporate archive. Yet it makes 
sense. The Museum is singularly committed to pre-
serving the stories and artifacts of the Information 
Age. Who better than Cisco to represent that era 
with its 30-year history of communication innova-
tion in the Information Age?

With the rise of technology and its impact on 
the world economy in the 21st century, business 
is more than ever at the intersection of everyone’s 
lives. Modern society can no longer be understood 
without documenting how communication, the 
Internet explosion, and business practices are chang-
ing the world. We hope other tech giants follow 
Cisco’s lead by investing in saving their own stories. 
We applaud Cisco’s forward thinking and generosity 
in supporting the Museum in making Silicon Valley 
history a reality. 

This AGS router was Cisco Systems’ fi rst product. It was able 

to map one network protocol into another. The software was 

originally developed by Bill Yeager at Stanford, then licensed 

and enhanced by Cisco founders Len Bosack and Sandy Lerner.
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MUSEUM DONORS
S U P P O R T

Museum Campaign

(Through January 2011)

EXA / $10M+

Donna Dubinsky and 

Leonard Shustek 

Bill and Melinda Gates 

Foundation

Elaine and Eric Hahn

Gardner Hendrie and 

Karen Johansen

PETA / $5M–$9.99M 

L. John Doerr and Ann Doerr

Jeff Hawkins and 

Janet Strauss

House Family Foundation

Intel Corporation

Intuit, in honor of founder 

Scott Cook

  TERA / $1M–$4.99M

Anonymous

Gwen and C. Gordon Bell

Michael and Kristina Homer

Burgess and Elizabeth 

Jamieson

Gloria Miner

Max and Jodie Palevsky

John and Sheree Shoch

Charles Simonyi Fund 

for Arts & Sciences

GIGA / $500K–$999K 

Bill Campbell

Lawrence and Janice Finch

Fry’s Electronics

Sheldon Laube and 

Nancy Laube, MD

Gordon and Betty Moore 

Foundation

Grant and Dorrit Saviers

Edward and Pamela Taft

Pierluigi Zappacosta and 

Enrica D’Ettorre

MEGA / $100K–$499K 

Applied Materials

Steve Blank and 

Alison Elliott

Campbell Fund

Patricia and Gene Carter

David R. Cheriton

Yogen and Peggy Dalal

Dunlevie Family

Fairchild Semiconductor

Robert Garner and 

Robin Beresford

Harvey Family

John and Andrea Hennessy

Hitz Foundation

Mark Horowitz and 

Jody Buckley

The Joan and Irwin Jacobs

Fund of the Jewish 

Community Foundation

The Dirk and Charlene 

Kabcenell Foundation

John Mashey and Angela Hey

Burton and Deedee 

McMurtry

Ike and Ronee Nassi

National Semiconductor

The David and Lucille 

Packard Foundation

Bernard L. Peuto and Ann 

Bertaud-Peuto

The Harry and Carol Saal 

Family Foundation

Daniel and Charmaine 

Warmenhoven

KILO / $10K–$100K 

Sally M. Abel and Mogens 

Lauritzen

David and Robin Anderson

David Babcock

Peggy Burke and 

Dennis Boyle

Jack and Casey Carsten

Lori Kulvin Crawford

Andrea Cunningham and 

Rand Siegfried

David Emerson

Carol and Chris Espinosa

Judy Estrin

Samuel H. Fuller

Terry and Dotty Hayes

Peter Hirshberg

Jennifer and Chuck House

Christine Hughes and 

Abe Ostrovsky

Pitch and Cathie Johnson

Peter and Beth Karpas

Steven and Michele Kirsch 

Foundation

KLA-Tencor

Lam Research

Linear Technology

Pierre and Pam Omidyar

Stephen Squires and 

Ann Marmor-Squires

Karen and Mark Tucker

Xilinx

Peter and Cindy Ziebelman

Individual Annual Donors

(2013-2014)

BENEFACTORS CIRCLE 

($65,536+)

Bell Family Foundation*

Donna Dubinsky* and 

Leonard Shustek*

Gardner Hendrie* and 

Karen Johansen

John and Andrea Hennessy

House Family Foundation*

The Dirk and Charlene Kab-

cenell Foundation

Mark and Debra Leslie

Grant* and Dorrit Saviers

FOUNDERS CIRCLE 

($25,000–$65,535)  

Robin Beresford and 

Robert Garner

William K. Bowes, Jr. 

Foundation

Bradley A. Feld

Jon Rubinstein and Karen 

Richardson

John* and Sheree Shoch

Laurence L. Spitters

Daniel and Charmaine 

Warmenhoven

PIONEERS CIRCLE 

($16,384–$24,999)

William Carrico

Ann and John Doerr

Elizabeth Feinler

Geschke Foundation

Elaine and Eric Hahn*

Urs Hoelzle and Geeske Joel

Regis and Diane McKenna

Gary and Eileen 

Morgenthaler

Bernard L. Peuto* and 

Ann Bertaud-Peuto

David Rossetti* and 

Jan Avent

Stephen S. Smith* and Paula 

K. Smith Family Foundation

Larry and Barbara Sonsini

Richard Yonash

VISIONARIES CIRCLE 

($8,192–$16,383) 

Peggy Burke* and 

Dennis Boyle

David N. Cutler

Judy Estrin

William* and Margo Harding

Terry and Dotty Hayes*

Hitz Foundation

John and Mindy Hollar

The Joan and Irwin Jacobs 

Fund of the Jewish 

Community Foundation 

The McMurtry Family 

Foundation

Gordon and Betty Moore

Ronee and Ike Nassi*

Paul and Antje Newhagen

Donald R. Proctor*

Arthur and Toni Rembe Rock

Ray and Meredith Rothrock

Diane Greene and Mendel 

Rosenblum

John and Sandra Thompson

The Vadasz Family Fund

Marva and John Warnock

Sara and Evan Williams 

Foundation

Susan Wojcicki* and 

Dennis Troper

INVESTORS CIRCLE

($4,096–$8,191) 

Al and Katie Alcorn

Arthur and Jeanne Astrin

Paul Baran

Barbara and Craig Barrett

Ralph and Leah Bernstein

Rod Canion

George Cogan and Fannie 

Allen

Yogen and Peggy Dalal

Elizabeth and Paul 

Daugherty*

Individual Donors list refl ects donations from July 1, 2013 through June 30, 2014 *Computer History Museum Board of Trustees
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Aart de Geus and 

Esther John

Caroline Donahue*

Stephen Donaldson

Irwin and Concepcion 

Federman

Gregory C. Gretsch

Jeff Hawkins and Janet 

Strauss

Mitchell Kapor and Freada 

Kapor Klein

Peter* and Beth Karpas

Rudi and Jeff Katz

Sofi a and Jan Laskowski

Sheldon Laube and Nancy 

Laube, M.D.

The Long Family Foundation

James and Patricia 

Markevitch

Markkula Foundation

Angela Hey and John 

Mashey*

Katherine and Robert 

Maxfi eld

Debby Meredith* and 

Curtis Cole

Stanley and Joan Myers

Jim and Stephanie Nisbet

Gregory Papadopoulos* 

and Laurie Cantley

Bill Pollock

Rich* and Susan Redelfs

Jonathan S. Rotenberg

Jean E. Sammet

Paul and Kathleen Severino

John and Donna Shoemaker

Raymie Stata* and Kimberly 

Sweidy

Kirsten and Todor Tashev

Richard S. Tedlow

L. Curtis Widdoes Jr.*

INNOVATORS CIRCLE 

($2,048–$4,095) 

Allen Baum and Donya White

Molly and Rick Bahr

Timothy and Bonnie Bajarin

Barry and Sharla Boehm

Ned and June Chapin

Joseph Costello and Kathi 

Abbey

Anand* and Sonali 

Deshpande

Martin Duursma*

Fusun Ertemalp

Edward Feigenbaum* 

and Penny Nii

Michael Gianfagna

Eileen Gill

Marcian and Judith Hoff

Matthew and Connie Ives 

Family Fund

Niemasik Kaufman 

Family Fund

Laura and Gary Lauder 

Philanthropic Fund

Loewenstern Foundation

Craig J. Mathias

Mendelsohn Family Fund

Sunil S. Nagaraj 

Dan Nenni

Donald and Helen Nielson

William and Joan Pratt

Lee Ann Rucker

Sanjay Srivastava

Charles and Karen Thacker

Jan* and Sylvia Uddenfeldt

Peter and Deborah Wexler

Paul Winalski

Susan and Anthony Wood

Carrie and Bob Zeidman

PARTNERS CIRCLE 

($1,024–$2,047) 

Anonymous

Stewart Alsop

David Anderson*

Orit Atzmon

Charles W. Bachman

Ralph Baer

Leonard G. Baker, Jr.

Abbi Ball and Michael Dickey

John and Sheila Banning

Brian Berg and Joyce Avery

Evelyn Berezin

John and Maggie Best

Dileep Bhandarkar

Lyle Bickley

Nancy Blachman and David 

DesJardins

Rob van Bloomstein

Erich Bloch

Leonid Broukhis

Gene and Patricia Carter

Harry Chesley and Suzana 

Seban

Bruce Coleman

Marshall G. Cox

John and Norma Crawford

Peter Cunningham

William and Sonja Davidow

Lloyd & Eleanor Dickman

Raymond Duncan

Eric Dunn

Lester D. Earnest

Richard J. Elkus, Jr.

David Emerson*

Jim, Kenna, and Celeste 

Fenton

Patrick Finnegan

Michael and Patricia Flynn

Norman Fogelsong

Bob Frankston

Samuel H. and Carol W. 

Fuller

Michael and Judith Gaulke

James Gibbons

Robert Glushko

Prabhakar and Poonam Goel

Kenneth Goldman and Susan 

Valeriote

John Gustafson

Deanna and David Gustavson

Allison Hale

Diane and Peter Hart

Andy Hertzfeld and Joyce 

McClure

Elmer Hoeksema

Jon Iwata

Craig and Sally Jensen

Roy Jewell

Philippe and Sonia Lee Kahn

Robert Kahn and Patrice 

Lyons

Herbert and Lee Kanner

Steven and Michele Kirsch 

Foundation

Jerry and Judy Klein

Don and Jill Knuth

Tom Kopec and Leah 

Carneiro

Thomas Kornei

Kathryn and Kevin Kranen

Larry and Marian Krummel

Thomas E. Kurtz

Sandra L. Kurtzig

Bernard  LaCroute

Lucio L. Lanza

Cathy Lego

Mark G. and Candace H. 

Leonard

Joyce Currie Little

J.P. London Fund

David* and Roben Martin

Anne and Robert Massard

The McElwee Family

Christina and Harry 

McKinney

Kirk McKusick and Eric 

Allman

The Bill and Dianne Mensch 

Foundation

The Avram Miller Family 

Foundation

Mooring Family Foundation

Dean and Lavon Morton

Jane and Malachy Moynihan

Jami and Stephen 

Nachtsheim

Alan Naumann

Jeremy Norman

Duane Northcutt and 

Monica Lam

Raymond Ozzie and Dawna 

Bousquet

Lorna and Donn Parker

Randall and Cynthia Pond

Raikes Foundation

Bruce Ray and Miriam Ungar

Tim and Lisa Robinson

Mark Roos and Catherine 

Rossi-Roos

Michael and Karen 

Rotenberg
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Institutional Partners

Council on
Library and
Information
Resources

ong ow
oundation

het l n
fx

SUSTAINING $100K+

INVESTING LEVEL $25K+ SUPPORTING $10K+FOUNDING LEVEL $50K+

studio1500

UPRIGHT 
M A R K E T I N G

Valerie and Peter Samson

John and Christine 

Sanguinetti

Jean Shuler

Elizabeth and Roger Sippl

Dick Sites and Lucey Bowen

Alvy Ray Smith and Alison 

Gopnik

Lee and Robert Sproull

Bob Supnik

Edward and Pamela Taft

Roy Levin and Jan Thomson

Fritz and Nomi Trapnell

Marc and Lori Verdiell

Wilbur Vincent and 

Georgia Paulo

Lorna and Duane 

Wadsworth

Al Whaley

Donald Whittemore

Bruce Wonnacott

Jamie Zawinski
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The Computer History 

Museum is the world’s lead-

ing institution exploring the 

history of computing and its 

ongoing impact on society.  

The Museum is dedicated 

to the preservation and cel-

ebration of computer history 

and is home to the largest 

international collection of 

computing artifacts in the 

world, encompassing com-

puter hardware, software, 

documentation, ephemera, 

photographs, oral histories, 

and moving images.

The Museum brings com-

puter history to life through 

large-scale exhibits, an 

acclaimed speaker series, a 

dynamic website, docent-led 

tours, and an award-winning 

education program. 

Wednesday–Sunday 

10 a.m.–5 p.m.

Computer History Museum

1401 N. Shoreline Blvd

Mountain View, CA 94043

info@computerhistory.org

650.810.1010

      Like us on Facebook.    

      com/computerhistory

      Follow us on Twitter 

      @computerhistory

      Follow us on YouTube.

      com/computerhistory

      Follow us on Instagram

      @computerhistory

      Follow us on Tumblr

      @computerhistory

Board of Trustees

Leonard Shustek

Chairman

Vencraft, LLC

David Anderson

Bay Storage Technology

Karen Appleton

Box

C. Gordon Bell

Microsoft Corporation 

Grady Booch

IBM Thomas J. Watson

Research Center

Judy Bruner

SanDisk Corporation

Peggy Burke

1185 Design

Jack Busch

Busch International 

Paul Daugherty

Accenture

Anand Deshpande

Persistent Systems

Caroline Donahue

Intuit

Donna Dubinsky

Numenta

Martin Duursma

Citrix Technology Offi ce

David Emerson

Funzio

Edward Feigenbaum

Stanford University

Tom Friel 

Chairman of Heidrick & 

Struggles International, Inc. 

(retired)

Eric Hahn

Inventures Group

Bill Harding

VantagePoint Capital

Partners

Mike Hawley

MIT Media Lab

Dotty Hayes

Intuit, Inc. (retired)

Gardner Hendrie

Sigma Partners

Charles House

InnovaScapes Institute

David House

Brocade Communications

Systems

Peter Karpas

First Data Corporation

Chris Malachowsky

NVIDIA 

Dave Martin

280 Capital Partners

John Mashey

TechViser

Phil McKinney

CableLabs

Debby Meredith

Icon Ventures

Ike R. Nassi

TidalScale and 

UC Santa Cruz

Greg Papadopoulos

New Enterprise Associates

Bernard L. Peuto

Concord Consulting

Donald Proctor

Cisco Systems, Inc.

JP Rangaswami

Deutsche Bank

Rich Redelfs

Foundation Capital

David Rossetti

Cisco Systems, Inc.

(retired)

F. Grant Saviers

John Shoch

Alloy Ventures

Stephen S. Smith

Arma Partners

Raymie Stata

Altiscale

Jan Uddenfeldt

Sony Corporation 

L. Curtis Widdoes, Jr.

Retired from EDA, 2006

Susan Wojcicki

YouTube

Laurie Yoler

Qualcomm

Mitchell Zimmerman

Fenwick & West, LLP

Honorary Council 

Organized to support the 

Museum’s ongoing work and 

scholarship.

Gene Amdahl

Founder of Amdahl Corpora-

tion and former Director of 

IBM’s Advanced Computing 

Systems Laboratory

Vint Cerf

Vice President and Chief 

Internet Evangelist of 

Google Inc.

Paul Ceruzzi

Curator of Aerospace 

Electronics and Computing 

at the National Air and Space 

Museum of the Smithsonian 

Institution

Morris Chang

Founding Chairman of the 

Taiwan Semiconductor 

Manufacturing Company Ltd.

Scott Cook

Founder and Chairman of the 

Executive Committee of the 

Board of Intuit Inc.

John Doerr

Partner at Kleiner Perkins 

Caufi eld & Byers

Bill Gates

Co-Chair of the Bill & 

Melinda Gates Foundation 

and Chairman of Microsoft 

Corporation

John Hennessy

President of Stanford 

University

Walter Isaacson

Aspen Institute

Floyd Kvamme

Partner Emeritus of Kleiner 

Perkins Caufi eld & Byers

Gordon Moore

Co-Founder of Intel 

Corporation

David Morgenthaler

Morgenthaler Ventures 

Nathan Myhrvold

Co-Founder of Intellectual 

Ventures and former Chief 

Technology Offi cer of Micro-

soft Corporation

Samuel J. Palmisano

former Chairman, President 

& Chief Executive Offi cer of 

IBM Corporation

Eric Schmidt

Executive Chairman of 

Google Inc.

Charles Simonyi

Chairman of the Charles 
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